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Invariance-Like Theorems and “lim inf”
Convergence Properties

Giordano Scarciotti, Member, IEEE, Laurent Praly, Member, IEEE, and Alessandro Astolfi, Fellow, IEEE

Abstract—Several theorems, inspired by the Krasovskii-LaSalle
invariance principle, to establish “lim inf” convergence results are
presented in a unified framework. These properties are useful to
“describe” the oscillatory behavior of the solutions of dynamical
systems. The theorems resemble “lim inf” Matrosov and Small-
gain theorems and are based on a “lim inf” Barbalat’s Lemma.
Additional technical assumptions to have “lim” convergence are
given: the “lim inf”/“lim” relation is discussed in-depth and
the role of some of the assumptions is illustrated by means of
examples.

Index Terms—Krasovskii-LaSalle invariance, Lyapunov theo-
rems, Matrosov theorem.

I. INTRODUCTION

THE qualitative study of asymptotic properties of trajec-
tories of nonlinear systems is a key problem in systems

and control theory, see, e.g., [1]–[5]. Among these asymptotic
properties, the most important is attractiveness, which is often
established by means of Lyapunov functions. Although this
formulation is convenient from a practical point of view, it is
in general hard to find a function that fulfills the sufficient (and
in some cases necessary) conditions of the Lyapunov theorems.
It is somewhat easier to find a weak Lyapunov function, i.e.,
a positive definite function with negative semi-definite time
derivative along the trajectories of the systems. In this last case,
for time-invariant systems, the Krasovskii-LaSalle invariance
principle allows to establish attractiveness, under additional
assumptions on the Ω-limit sets of the solutions (see, e.g.,
[6]–[9]).

Another tool that is used to replace the negative definiteness
condition of the Lyapunov theorem and, in addition, can be
used for time-varying systems is Matrosov Theorem (see e.g.,
[10]–[12]). This theorem allows proving attractiveness of equi-
librium points, provided that a linear combination of positive
semi-definite functions is positive definite and their time deriva-
tives along the trajectories of the system have a triangular
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structure. However, to apply Matrosov Theorem it is necessary
to assume stability of the equilibrium point.

In [13], the authors posed the question of what can be estab-
lished if this stability assumption and the positive definiteness
assumption are removed from Matrosov Theorem. The answer
to this question is that it is still possible to establish some
convergence result, although, with reference to the positive defi-
niteness assumption, not as strong as one could think borrowing
from the Krasovskii-LaSalle invariance principle. We call this
convergence “lim inf” convergence, in the sense that we cannot
establish asymptotic stability of the equilibrium point, but we
can show that there is an oscillating behavior with some “nice”
asymptotic properties.

Since (the classical) Matrosov Theorem relies upon the study
of a triangular system of two differential inequalities, it can be
extended in different directions. A straightforward extension
consists in the so-called nested Matrosov Theorem [12], in
which several inequalities are considered. Another extension,
which changes radically the reach of the theorem, consists in
removing the triangular structure of the system of differential
inequalities. In this case the Matrosov inequalities, which can
also be interpreted within the framework of vector Lyapunov
functions (see [14] for instance), lead (assuming additional
hypotheses) to the Lyapunov formulation of the Small-gain
Theorem [15].

The Small-gain Theorem is an important tool to assess the
asymptotic properties of the trajectories of a system resulting
from the interconnection of two or more subsystems. The
Small-gain Theorem has been developed in different formu-
lations depending on which property is used to describe the
input-output behavior of each of the subsystems. For linear
systems the Lp Small-gain Theorem has been successfully
used in input-output formulations of the problem (see e.g., [16,
Chapter 6] and [17]). For nonlinear systems versions based on
Lp-gains (see [18]), but using Lyapunov functions, have been
presented in [19]–[21]. In this paper, the Lyapunov formulation
given in [15] and derived from the property of input-to-state
stability (ISS) (see [22] and [23]) is used. Note that within
this framework other formulations in which interconnections
between possibly non-ISS subsystems are considered (see, e.g.,
[24]–[26]), have been proposed. While the Small-gain Theorem
is usually formulated for two interconnected subsystems it is
often interesting, for practical applications, to study its large-
scale version. A large-scale version of the theorem for linear
systems can be found in [16], whereas a nonlinear formulation
has recently been presented in [27] and [28] (see also [14]).

Preliminary versions of our work have been published in
[13], [29], and [30]. One of the contributions of this paper
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is to generalize the results given in those papers. In addition,
the proofs of the lemmas and theorems are presented, together
with new technical results that are of independent interest.
Finally, this paper sheds light on some of the problems left
open in the preliminary versions. In fact, the role of some of the
assumptions (e.g., the boundedness assumption), the meaning
of the results (e.g., the “lim inf”/“lim” relation) and some
connections with stability theory (e.g., Barbalat’s Lemma) are
analyzed in detail in this paper.

The outcome of this series of papers is a class of theorems
inspired by the Krasovskii-LaSalle invariance principle that can
establish “lim inf” convergence results, thus can “describe”
the oscillatory behavior of the solutions of dynamical systems.
These theorems lead to “lim inf” Matrosov and Small-gain
Theorems which are based on a “lim inf” Barbalat’s Lemma.
In addition, technical assumptions to have “lim” convergence1

are given, and the “lim inf”/“lim” relation and the role of some
of the assumptions are discussed. Applications of the results of
this paper are currently under investigation.

The rest of the paper is organized as follows. This section
continues with the formulation of the problem and with a
discussion on the connections with Matrosov Theorem and the
Small-gain Theorem. In Section II some properties of the so-
called M -matrices are recalled. We also give a small-gain-like
condition and we extend the concept of irreducibility to non-
constant matrices. Section III presents a series of technical
lemmas which forms the core theoretical part of the paper. The
irreducible case is analyzed and connections with Barbalat’s
Lemma are drawn before studying the general reducible case.
In Section IV the use of “linear gains” as opposed to “non-
linear gains” is justified and supported by a series of counter-
examples. In Section V the theorems are applied to the study
of the asymptotic behavior of solutions of dynamical systems.
Sections VI and VII contain examples illustrating the theoreti-
cal results and Section VIII gives some concluding remarks.

Notation: We use standard notation. R+ denotes the
set of non-negative real numbers. A continuous function
α : R+ → R+ is said to belong to class K∞, if it is strictly
increasing, α(0) = 0 and α(s) → +∞ as s → +∞. Id
denotes the identity map, i.e., Id(s) = s. [v]i denotes the i-th
component of the vector v and the notation u ≤ v has to be
understood component-wise.

A. Problem Formulation

Motivated by the attempt to add a new tool to “comparison
theory” for studying the behavior of the solutions of dynamical
systems, we consider the following problem.

Problem 1: Let i ∈ {1, . . . , p} and j ∈ {1, . . . , p}. Let ai :
R+ → [−a, a] be absolutely continuous functions and bi :
R+ → [0, b] be continuous functions. Consider continuous,
positive definite functions αi : R+ → R+ and continuous func-

1“lim” convergence is an abuse of language that we use to indicate the usual
concept of convergence and that allows to clarify the distinction between the
two “types of convergence.”

tions βij : R+ → R+, with i �= j, satisfying βij(0) = 0, such
that the differential inequalities

ȧ1 ≤ −α1(b1) + β12(b2) + · · ·+ β1p(bp),

ȧ2 ≤ −α2(b2) + β21(b1) + · · ·+ β2p(bp),

...

ȧp ≤ −αp(bp) + βp1(b1) + · · ·+ βp(p−1)(bp−1), (1)

hold for almost all t in R+.
The “lim inf”/“lim” convergence problem consists in de-

termining the asymptotic properties of the functions bi, more
precisely, in determining conditions on the functions αi and βij

such that

lim inf
t→∞

p∑
i=1

bi(t) = 0, (2)

or

lim
t→∞

p∑
i=1

bi(t) = 0. (3)

The key feature of the inequalities (1) is, in line with the
approach followed in [13], [29], and [30], that the arguments
bi of the functions αi and βij are not related a-priori with the
functions ak in the left-hand side. To illustrate this statement
we recall the (simplest) formulation of the Matrosov Theorem
and of the Small-gain Theorem.

Consider a nonlinear system described by the equation

ẋ = f(x), (4)

where x ∈ R
n, is the state of the system and the function

f : Rn → R
n is locally Lipschitz. Assume there exists an equi-

librium point which, without loss of generality, we choose as
the origin of the coordinate system, i.e., f(0) = 0.

Theorem 1 (Matrosov Theorem [10]–[13]): Consider sys-
tem (4). Let i ∈ {1, 2}. Assume there exist

1) a differentiable, positive definite and radially unbounded
function V0 : Rn → R+ such that V̇0 ≤ 0 along all the
solutions of system (4);

2) two differentiable functions Vi : R
n → R and two con-

tinuous, positive semi-definite functions hi : R
n → R+

such that the function h1 + h2 is positive definite;
3) a continuous function β21 : R+ → R+, such that

β21(0) = 0;

satisfying, along all the solutions of system (4), the inequalities

V̇1 ≤ −h1,

V̇2 ≤ −h2 + β21(h1). (5)

Then the equilibrium x = 0 of system (4) is globally asymptot-
ically stable.
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Theorem 2 (Small-gain Theorem2 [15], [29]): Consider sys-
tem (4). Let i ∈ {1, 2}. Assume there exist

1) two C1 functions Vi : R
n → R+ such that the function

V1 + V2 is positive definite and radially unbounded;
2) two class K∞ functions αi : R+ → R+ and two contin-

uous functions β12, β21 : R+ → R+, such that β12(0) =
β21(0) = 0;

satisfying, along all the solutions of system (4), the inequalities

V̇1 ≤ −α1(V1) + β12(V2),

V̇2 ≤ −α2(V2) + β21(V1). (6)

If the small-gain condition

β21 ◦ α−1
1 ◦ β12 ◦ α−1

2 < Id, (7)

holds, then the equilibrium x = 0 of system (4) is globally
asymptotically stable.

Note that in Problem 1 and Theorem 1 and 2 differential
inequalities with similar structure are studied; in Theorem 1
and 2 the inequalities must hold when the functions are eval-
uated along any solution. Instead in Problem 1, we restrict our
attention to those particular solutions which are bounded.

We are also interested in generalizing Theorem 1, removing
the stability assumption and not requiring that a linear com-
bination of positive-semidefinite functions be positive definite
(in the spirit of LaSalle invariance principle), and Theorem 2,
allowing the arguments hi of the functions αi and βij to be
not related a-priori with the functions Vk in the left-hand side
(in the spirit of Matrosov Theorem). Note that as anticipated
in [29] and illustrated in detail here, the result that we prove
may not hold when the nonlinear functions αi and βij satisfy
the nonlinear small-gain condition (7): a more restrictive linear
small-gain-like condition may be required.

II. PRELIMINARY RESULTS ON THE TEST MATRIX

In this section we define the notion of “test matrix” associ-
ated to the inequalities (1) and we recall or prove properties
which are instrumental to establish the results of the following
sections.

Definition 1: A principal minor of order j of an n× n matrix
A is the determinant of the j × j sub-matrix obtained from A by
deleting n− j columns and n− j rows with the same indices.

A leading principal minor of order j of a matrix A is the
determinant of its upper-left j by j sub-matrix and is indicated
by the notation Mj(A).

Definition 2 [31]: A Z-matrix is a matrix with non-positive
off-diagonal elements.

Definition 3 [31, Condition E17, Theorem 6.2.3]: A
Z-matrix having all its leading principal minors strictly positive
is called a non-singular M -matrix.

2The Small-gain Theorem is usually applied in the study of the stability
properties of the equilibrium point of an interconnected system. In this paper,
following the Lyapunov formulation given in [15], we abuse the terminology
saying that the Small-gain Theorem holds for the inequalities (6), ignoring if
these arise as the result of a composition of systems.

Definition 4 [31]: A matrix is reducible if, after some
permutation of the rows and the columns, it can be written
in a lower block triangular form. Otherwise it is said to be
irreducible.

Lemma 1 [31, Theorem 6.2.7]: The inverse of a non-singular
M -matrix A has non-negative entries. Moreover, if A is irre-
ducible, the inverse has strictly positive entries.

In the following we call test matrix the matrix Q with the
(i, j) element equal to −βij(bj), if i �= j, or to αj(bj), if i = j,
namely3

Q=

⎡
⎢⎢⎢⎢⎢⎢⎣

α1(b1) −β12(b2) · · · −β1p(bp)

−β21(b1) α2(b2)
. . .

...
...

. . .
. . .

...
−β(p−1)1(b1) · · · αp−1(bp−1) −β(p−1)p(bp)
−βp1(b1) · · · −βp(p−1)(bp−1) αp(bp)

⎤
⎥⎥⎥⎥⎥⎥⎦
.

Note that Q is a Z-matrix.
When, for all k = 1, . . . , p, l = 1, . . . , p, with k �= l, there

exist non-negative real numbers γkl satisfying

sup
s∈(0,b̄]

βkl(s)

αl(s)
≤ γkl, (8)

we associate to the test matrix Q a matrix Γ defined as the
matrix with off-diagonal elements equal to− sups∈(0,b̄](βkl(s)/
αj(s)) and diagonal elements equal to one. Again Γ is a
Z-matrix.

Lemma 2: Assume the following.
1) The test matrix Q satisfies the following linear small-

gain-like condition: there exists a strictly positive real
number ε such that, for all j = 1, . . . , p and all
(b1, . . . , bp) in [0, b̄]p, we have

Mj (Q(b1, . . . , bp)) ≥ ε

j∏
k=1

αk(bk). (9)

2) Each function s 	→ (βkl(s)/αl(s)) is bounded.
Then the matrix Γ satisfies

Mj(Γ) ≥ ε, ∀j = 1, . . . , p. (10)

Proof: Condition (9) is equivalent to

Mj

(
Q diag

(
1

α1
, . . . ,

1

αp

))
≥ ε, ∀j and ∀bi ∈ (0, b̄].

By definition of supremum, there exist p sequences {bln} such
that

βkl(bln)

αl(bln)
≤ sup

s∈(0,b̄]

βkl(s)

αl(s)
≤ βkl(bln)

αl(bln)
+

1

n
.

Since a minor is a polynomial in the entries of the matrix and
the bln are bounded, this yields

Mj(Γ) ≥ ε+ p

(
1

n

)
, ∀j = 1, . . . , p,

3Omitting the arguments of Q.
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where p(1/n) is a polynomial in 1/n that goes to zero as n →
∞, i.e., p(0) = 0, hence the claim. �

Another way to make sure that (10) holds when the second
assumption of Lemma 2 is satisfied is by defining a matrix Γ
with off-diagonal elements equal to some −γkl satisfying (8)
and diagonal elements equal to one and check if we have

Mj(Γ) ≥ ε > 0, ∀j = 1, . . . , p.

Indeed in this case, we have

Mj(Γ) ≥ Mj(Γ).

This follows from the fact that Lemma 1 implies that Mj(Γ) is
a non-increasing function of γkl.

We show now that, when the small-gain-like condition (9) is
satisfied, the irreducibility of Q implies the boundedness of the
functions s 	→ (βij(s)/αj(s)) on (0, b̄].

Lemma 3: Assume the test matrix Q satisfies the linear
small-gain-like condition (9). If, for some index j, there exists
a vector (b∗1, . . . , b

∗
j−1, b

∗
j+1 . . . , b

∗
p) in (0, b̄]p−1 such that, for

all bj ∈ (0, b̄], the matrix Q(b∗1, . . . , b
∗
j−1, bj , b

∗
j+1 . . . , b

∗
p) is ir-

reducible then, for all i �= j, the functions s 	→ (βij(s)/αj(s))
are bounded on (0, b̄].

Proof: By definition, the small-gain-like condition (8)
implies that Q(b1, . . . , bp) is an M -matrix for all (b1, . . . , bp) in
[0, b̄]p. It implies also that det(Q(b1, . . . , bp)) is strictly positive
for all (b1, . . . , bp) in (0, b̄]p.

Let j and (b∗1, . . . , b
∗
j−1, b

∗
j+1 . . . , b

∗
p) in (0, b̄]p−1 be such that

the matrix Q(b∗1, . . . , b
∗
j−1, s, b

∗
j+1 . . . , b

∗
p) is irreducible for all

s in (0, b̄]. Omitting the argument (b∗1, . . . , b
∗
j−1, s, b

∗
j+1 . . . , b

∗
p)

when it is not necessary, let qk, for all k, be the k-th entry of the
j-th row of adj(Q) = det(Q)Q−1. From Lemma 1 qk is strictly
positive. Also qk does not depend on s. Indeed the row j of QT

depends only on s, and qk is the determinant of the sub-matrix
formed by deleting the j-th row and the k-th column of QT .
Finally, the j-th diagonal element of the matrix identity

det(Q)I = adj(Q)Q,

yields

0 < det(Q) = qj
(
b∗1, . . . , b

∗
j−1, b

∗
j+1, . . . , b

∗
p

)
αj(s)

−
p∑

k=1
k �=j

qk
(
b∗1, . . . , b

∗
j−1, b

∗
j+1, . . . , b

∗
p

)
βkj(s) ∀s ∈ (0, b̄].

Since for any i �= j, qi is strictly positive, this implies

βij(s) +

p∑
k=1
k �=j,i

qk
(
b∗1, . . . , b

∗
j−1, b

∗
j+1, . . . , b

∗
p

)
qi

(
b∗1, . . . , b

∗
j−1, b

∗
j+1 . . . , b

∗
p

) βkj(s)

<
qj

(
b∗1, . . . , b

∗
j−1, b

∗
j+1 . . . , b

∗
p

)
qi

(
b∗1, . . . , b

∗
j−1, b

∗
j+1 . . . , b

∗
p

)αj(s), ∀s ∈ (0, b̄], ∀i �= j

and therefore

βij(s)

αj(s)
<

qj
(
b∗1, . . . , b

∗
j−1, b

∗
j+1 . . . , b

∗
p

)
qi

(
b∗1, . . . , b

∗
j−1, b

∗
j+1 . . . , b

∗
p

) , ∀s ∈ (0, b̄ ], ∀i �= j.

�

In view of this result we define what we mean by the fact that
Q as a function of (b1, . . . , bp) is irreducible.

Definition 5: A test matrix is said to be irreducible as a func-
tion if, for each index j, there exists a vector (b∗1, . . . , b

∗
j−1,

b∗j+1 . . . , b
∗
p) in (0, b̄ ]p−1 such that, for all bj ∈ (0, b̄ ], the

matrix Q(b∗1, . . . , b
∗
j−1, bj , b

∗
j+1 . . . , b

∗
p) is irreducible.

The outcome of Lemma 3 is that if the inequalities in (1)
cannot be re-written in triangular form by means of a permu-
tation of rows and columns or more precisely if the associated
test matrix is irreducible as a function, then the linear small-
gain-like condition implies the existence of the matrix Γ with
no additional hypotheses. In other words, when Q is irreducible
as a function and (9) holds there is no need to assume that the
functions s 	→ (βij(s)/αj(s)) are bounded.

III. MAIN TECHNICAL RESULTS

In this section we present lemmas which constitute the core
theoretical part of the paper. They will be used to establish the
results of the following sections dealing with the study of the
behavior of solutions of ordinary differential equations which
are known to exist on [0,+∞), and taking values in a compact
set, as detailed in Problem 1. For this reason we assume,
without loss of generality, that all functions are bounded.

We begin with the irreducible case in the first subsection,
we study the triangular reducible case in the second and we
conclude with the triangular block reducible case in the last.

A. Irreducible Case

Lemma 4: Let i ∈ {1, . . . , p} and j ∈ {1, . . . , p}. Let ai :
R+ → [−a, a] be absolutely continuous functions and bi :
R+ → [0, b ] be continuous functions. Consider continuous,
positive definite functions αi : R+ → R+ and continuous func-
tions βij : R+ → R+, with i �= j, satisfying βij(0) = 0, such
that the following hold.

1) The differential inequalities

ȧ1 ≤ −α1(b1) + β12(b2) + · · ·+ β1p(bp),

ȧ2 ≤ −α2(b2) + β21(b1) + · · ·+ β2p(bp),

...

ȧp ≤ −αp(bp) + βp1(b1) + · · ·+ βp(p−1)(bp−1), (11)

hold for almost all t in R+.
2) The test matrix Q associated to (11) is irreducible as

a function and satisfies the linear small-gain-like condi-
tion (9).

Then we have

lim inf
t→∞

p∑
i=1

bi(t) = 0. (12)

If the functions bi are uniformly continuous then we have

lim
t→∞

p∑
i=1

bi(t) = 0. (13)
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To prove Lemma 4, we observe in the next statement, given
without proof to save space, that Cesàro’s summability implies
the “lim inf” convergence.

Lemma 5: Let σ : R → R be a continuous function. If

lim
t→∞

1

t

t∫
0

σ(s)ds = 0,

then

lim inf
t→∞

|σ(t)| = 0.

Remark 1: If σ has constant sign then it is sufficient that σ
be piecewise continuous.

Proof of Lemma 4: By Lemmas 2 and 3 we know the γij
defined in (8) exist and the inequality (10) holds. Hence the i-th
line in (11) gives

ȧi ≤ −αi(bi) +

p∑
j=1
j �=i

γijαj(bj). (14)

To rewrite this inequality in more compact notation let

a =

⎡
⎣ a1

...
ap

⎤
⎦ , b =

⎡
⎣ b1

...
bp

⎤
⎦ , α(b) =

⎡
⎢⎣
α1(b1)

...
αp(bp)

⎤
⎥⎦ .

Then (14) reads

ȧi ≤
[
γi1 . . . γi(i−1) − 1 γi(i+1) . . . γip

]
α(b). (15)

With the definition of the matrix Γ, this reduces further to

[ȧ]i ≤ [−Γα]i. (16)

Since, by (10), Γ has all leading principal minors with strictly
positive determinant, by Lemma 1, Γ−1 has all positive entries,
hence the relation

[Γ−1ȧ]i ≤ [−α]i, (17)

holds. In fact each of the inequalities in (17) is obtained as a
weighted sum, with positive weights, of the inequalities in (16).
Integrating from 0 to t each of these relations yields

t∫
0

[α (b(s))]i ds ≤ −
t∫

0

[
Γ−1ȧ(s)

]
i
ds

≤
[
Γ−1 (a(t)− a(0))

]
i
.

Since the functions ai are bounded, there exists a positive real
number α such that, for all i

t∫
0

[α (b(s))]i ds ≤ α.

By adding all the above inequalities we have that

t∫
0

p∑
i=1

αi (bi(s)) ds < +∞, (18)

hence, by Lemma 5, we conclude

lim inf
t→∞

p∑
i=1

αi (bi(t)) = 0.

Since the functions αi are positive definite, this implies (12).
When the functions bi are also uniformly continuous, the func-
tions t 	→ αi(bi(t)) are uniformly continuous. So in this case,
by Barbalat’s Lemma, (18) gives

lim
t→∞

p∑
i=1

αi (bi(t)) = 0

and therefore (13) follows. �

B. Triangular Reducible Case

Lemma 6: Let p ≥ 3, i ∈ {1, . . . , p} and j ∈ {2, . . . , p}.
Let ai : R+ → [−a, a] be absolutely continuous functions and
bi : R+ → [0, b ] be continuous functions. Consider continuous,
positive definite functions αi : R+ → R+ and continuous func-
tions βij : R+ → R+, with j < i, satisfying βij(0) = 0, such
that the differential inequalities

ȧ1 ≤ −α1(b1),

ȧ2 ≤ −α2(b2) + β21(b1),

...

ȧp ≤ −αp(bp) + βp1(b1) + · · ·βp(p−1)(bp−1),

hold for almost all t in R+. Then

lim
t→∞

1

t

t∫
0

p∑
i=1

bi(s)ds = 0 (19)

and therefore

lim inf
t→∞

p∑
i=1

bi(t) = 0. (20)

Remark 2: As opposed to the irreducible case given in
Lemma 4, in the triangular reducible case boundedness of the
functions s 	→ (βij(s)/αj(s)) does not play any role.

To prove Lemma 6 we use the following sufficient condition
to have Cesàro’s summability of an integral [32], i.e., conver-
gence of the mean, stated without proof to save space.

Lemma 7: Let σ : R → R be a locally integrable function.
If, for all ε > 0, there exits a positive number μ such that∣∣∣∣∣∣

t∫
0

σ(s)ds

∣∣∣∣∣∣ ≤ εt+ μ, (21)



SCARCIOTTI et al.: INVARIANCE-LIKE THEOREMS AND “LIM INF” CONVERGENCE PROPERTIES 653

for all t ≥ 0, then

lim
t→∞

1

t

t∫
0

σ(s)ds = 0.

Remark 3: Lemma 5 and 7 provide a weaker version of
Barbalat’s Lemma (see e.g., [5]). In fact, the classical Barbalat’s
Lemma can be recovered when the function σ is uniformly
continuous and (21) holds for ε = 0.

Another notion that we need to introduce concerns a function
ϕ associated with a pair of functions (α, β).

Let b be a non-negative real number. To a continuous positive
definite function α : R+ → R+ and a continuous function β :
R+ → R+, satisfying β(0) = 0, we associate the function ϕ :
[1,+∞) → R defined as

ϕ(ρ) = max
b∈[0,b]

(β(b)− (ρ− 1)α(b)) . (22)

Lemma 8: The function ϕ takes non-negative values and is
non-increasing, Lipschitz and such that limρ→+∞ ϕ(ρ) = 0.

Proof: Since α and β are continuous and [0, b ] is compact,
for each ρ ∈ [1,+∞) there exists (at least one) b(ρ) in [0, b ]
such that

ϕ(ρ) = β (b(ρ))− (ρ− 1)α (b(ρ)) .

As a result, for any ρ′ ≥ ρ′′ ≥ 1

ϕ(ρ′′) = β (b(ρ′′))− (ρ′′ − 1)α (b(ρ′′))

≥ β (b(ρ′))− (ρ′′ − 1)α (b(ρ′))

≥ β (b(ρ′))− (ρ′ − 1)α (b(ρ′))

= ϕ(ρ′)

≥ β (b(ρ′′))− (ρ′ − 1)α (b(ρ′′)) .

This yields

0 ≤ ϕ(ρ′′)− ϕ(ρ′) ≤ (ρ′ − ρ′′)α,

where

α = max
b∈[0,b]

α(b),

i.e., the function ϕ is Lipschitz and non-increasing.
Note now that, since α is continuous and positive definite, for

any sequence {ρn}, such that limn→+∞ ρn = +∞, there exists
N > 0 and a sequence {bn} ⊂ [0, b ], satisfying limn→+∞ bn =
0, and α(bn) = 1/nρn, for all n ≥ N . In addition, since
b(ρn) ∈ [0, b ],

β(bn) + α(bn)−
1

n
≤ ϕ(ρn) = β (b(ρn))− (ρn − 1)α (b(ρn))

and therefore

0≤ρn α (b(ρn))+β(bn)+α(bn)≤β (b(ρn))+α (b(ρn))+
1

n
.

This implies that limn→∞ α(b(ρn)) = 0 and, since α is continu-
ous and positive definite, that limn→∞ b(ρn) = 0. Finally, since
β is zero at zero and continuous

lim
ρ→+∞

ϕ(ρ) = 0,

which also proves that ϕ takes non-negative values. �
Note that Lemma 8 holds also for a linear combination of

functions β(b). In this case we use the notation

ϕj(ρ) = max
bj∈[0,b]

(βj(bj)− (ρ− 1)αj(bj)) , (23)

with βj(bj) =
∑p

i=1
i�=j

kiβij(bj), where the weights ki are non-

negative.
We are now ready to prove Lemma 6.

Proof of Lemma 6: The claim is proved by contradiction.
To simplify the discussion consider the case p = 3, which
contains all ingredients necessary for the general proof.

Let ϕ2 : [1,+∞) → R be defined as

ϕ2(ρ) = max
b2∈[0,b]

(β32(b2)− (ρ− 1)α2(b2)) .

Let also ε be an arbitrarily chosen strictly positive real number.
Since by Lemma 8, ϕ2 is non-increasing and limρ→+∞ ϕ2(ρ) =
0, we can select ψ2(ε) in [1,+∞) such that

ϕ2(ψ2(ε)) ≤
ε

2
.

Let ϕ1 : [1,+∞) → R be defined as

ϕ1(ρ) = max
b2∈[0,b]

(ψ2(ε)β21(b1) + β31(b1)− (ρ− 1)α1(b1)) .

Similarly, for all ε > 0 we can select ψ1(ε) in [1,+∞)
such that

ϕ1(ψ1(ε)) ≤
ε

2
.

Note now that

˙︷ ︸︸ ︷
ψ1(ε)a1 + ψ2(ε)a2 + a3
≤ −ψ1(ε)α1(b1) + ψ2(ε)β21(b1) + β31(b1)

− ψ2(ε)α2(b2) + β32(b2)− α3(b3)
≤ (ϕ1 (ψ1(ε))+ϕ2 (ψ2(ε)))− (α1(b1)+α2(b2)+α3(b3)) .

As a result

t∫
0

3∑
i=1

αi (bi(s)) ds

≤ (ϕ1 (ψ1(ε)) + ϕ2 (ψ2(ε))) t

+ (ψ1(ε)a1(0) + ψ2(ε)a2(0) + a3(0))

− (ψ1(ε)a1(t) + ψ2(ε)a2(t) + a3(t))

≤ (ϕ1 (ψ1(ε)) + ϕ2 (ψ2(ε))) t+ 2 (ψ1(ε) + ψ2(ε) + 1) a

≤ ε t+ 2 (ψ1(ε) + ψ2(ε) + 1) a.

Since ε is arbitrary, the claim follows by Lemmas 5 and 7.
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In the case p > 3 the claim can be proved along the same
lines defining p− 1 functions ϕj . �

Remark 4: If in Lemma 6 we assume that the functions
βij/αj are bounded and the functions bi are uniformly contin-
uous, then we have the “lim” convergence result

lim
t→∞

p∑
i=1

bi(t) = 0.

In fact in the previous proof we can pick

ε = 0, ψ2 = 1 + γ21, ψ1 = 1 + γ31 + γ32ψ2

and follow the same arguments as in the proof of Lemma 4.

C. Triangular Block Reducible Case

We are now ready to study the triangular block reducible
case that can be regarded as a generalization of the previous
results. To this end, let sl = rl − rl−1, with s0 = r0 = 0, be
the dimension of the column vectors

al =
[
a(rl−1+1) a(rl−1+2) · · · arl

]T
,

bl =
[
b(rl−1+1) b(rl−1+2) · · · brl

]T

and define

αl(bl)

=
[
α(rl−1+1)(b(rl−1+1)) α(rl−1+2)(b(rl−1+2)) · · · αrl(brl)

]T
,

δl(bl) =

rl∑
j=(rl−1+1)

⎡
⎢⎢⎢⎣
δ(rl−1+1)j(bj)
δ(rl−1+2)j(bj)

...
δ(rl)j(bj)

⎤
⎥⎥⎥⎦ , with

δkj =

{
−αj if k = j,
βkj if k �= j,

μlm(bm) =

rm∑
j=(rm−1+1)

μlm(bj)

=

rm∑
j=(rm−1+1)

⎡
⎢⎢⎢⎣
β(rl−1+1)j(bj)
β(rl−1+2)j(bj)

...
β(rl)j(bj)

⎤
⎥⎥⎥⎦ .

Proposition 1: Let i ∈ {1, . . . , p} and j ∈ {1, . . . , p}. Let
ai : R+ → [−a, a] be absolutely continuous functions and bi :
R+ → [0, b ] be continuous functions. Consider continuous,
positive definite functions αi : R+ → R+ and continuous func-
tions βij : R+ → R+, with i �= j, satisfying βij(0) = 0. Let al,
bl, δl, and μlm be vectors of dimension sl, with components

obtained from the ai’s, bi’s, αi’s, and βij’s, such that the
following hold.

1) The differential inequalities

ȧ1 ≤ δ1(b1),

ȧ2 ≤ μ21(b1) + δ2(b2),

...

ȧq ≤ μq1(b1) + μq2(b2) + · · ·+ δq(bq), (24)

with rq = p, hold for almost all t in R+.
2) The matrix Ql for each diagonal element δl is irreducible

as a function and satisfies the linear small-gain-like con-
dition (9).

Then

lim
t→∞

1

t

t∫
0

p∑
i=1

bi(s)ds = 0 (25)

and therefore

lim inf
t→∞

p∑
i=1

bi(t) = 0. (26)

Remark 5: As expected, (26) holds with no additional re-
strictions on the off-diagonal elements μlm. However, as dis-
cussed in Remark 4, if all functions βij/αj in the off-diagonal
element μlm are bounded and the bi are uniformly continuous
then (26) can be replaced by

lim
t→∞

p∑
i=1

bi(t) = 0. (27)

Proof: We consider the case with q = 3 blocks, namely

ȧ1 ≤ δ1(b1),

ȧ2 ≤ μ21(b1) + δ2(b2),

ȧ3 ≤ μ31(b1) + μ32(b2) + δ3(b3),

which contains all the ingredients necessary for the general
proof. Define Γl as the matrix corresponding to the test matrix
Ql attached to the vector δl and 1l as the row vector with sl
elements equal to 1. Let also ε be an arbitrarily chosen strictly
positive real number. In a way similar to the one followed to get
(16), we obtain

δl(bl) ≤ −Γlα(bl)

and therefore

Γ−1
l δl(bl) ≤ −α(bl).

This leads to

Γ−1
1 ȧ1 ≤ −α1(b1),

Γ−1
2 ȧ2 ≤ Γ−1

2 μ21(b1)−α2(b2),

Γ−1
3 ȧ3 ≤ Γ−1

3 μ31(b1) + Γ−1
3 μ32(b2)−α3(b3).
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To deal with the terms in b2, we define s2 functions ϕi :
[1,+∞) → R as

ϕr1+1(ρ) = max
br1+1∈[0,b]

(
13Γ

−1
3 μ32 (br1+1)

− (ρ− 1)αr1+1 (br1+1)
)
,

...

ϕr2(ρ) = max
br2∈[0,b]

(
13Γ

−1
3 μ32 (br2)− (ρ− 1)αr2 (br2)

)
.

(28)

By Lemma 8, the functions ϕi are non-increasing and
limρ→+∞ ϕi(ρ) = 0. As a result, we can select a vector ψ2(ε)
of size s2 with components ψi(ε) in [1,+∞) such that

r2∑
i=r1+1

ϕi (ψi(ε)) ≤
ε

2
.

This gives

13Γ
−1
3 μ32(b2)−ψ2(ε)α2(b2) ≤

ε

2
− 12α2(b2).

Similarly, to deal with the terms in b1, we define s1 functions
ϕi : [1,+∞) → R as

ϕ1(ρ) = max
b1∈[0,b]

(
ψ2(ε)Γ

−1
2 μ21(b1)

+ 13Γ
−1
3 μ31(b1)− (ρ− 1)α1(b1)

)
...

ϕr1(ρ) = max
br1∈[0,b]

(
ψ2(ε)Γ

−1
2 μ21 (br1) + 13Γ

−1
3 μ31 (br1)

− (ρ− 1)αr1 (br1)) . (29)

Again, by Lemma 8, the functions ϕi are non-increasing and
limρ→+∞ ϕi(ρ) = 0. So we can select a vector ψ1(ε) of size
s1 with components ψi(ε) in [1,+∞) such that

r1∑
i=1

ϕi (ψi(ε)) ≤
ε

2
.

This gives

ψ2(ε)Γ
−1
2 μ21(b1) + 13Γ

−1
3 μ31(b1)

− ψ1(ε)α1(b1) ≤
ε

2
− 11α1(b1).

So we have obtained

13Γ
−1
3 ȧ3 +ψ2(ε)Γ

−1
2 ȧ2 +ψ1(ε)Γ

−1
1 ȧ1

≤ ε− 13α3(b3)− 12α2(b2)− 11α1(b1)

≤ ε−
r3∑
i=1

αi. (30)

The claim follows by integrating both sides of (30) from 0 to t
and applying Lemmas 5 and 7. �

IV. ON THE LINEAR SMALL-GAIN-LIKE CONDITION

In this section we discuss the linear small-gain condition and
explain why it is necessary to use this in the assumptions of
Proposition 1 instead of the nonlinear condition. The discus-
sion, for simplicity, is limited to the case p = 2, in which (9)
yields

β12(b2)β21(b1) ≤ (1− ε)α2(b2)α1(b1), ∀(b1, b2) ∈ [0, b̄ ]2.
(31)

To simplify the discussion we restrict ourselves to consider the
case in which the functions αi are invertible and the above
inequality (31) holds for all non-negative real numbers b1 and
b2. Then, from the theory of interconnected nonlinear systems,
we would expect that stability properties be related to the
nonlinear small-gain condition

β21 ◦ α−1
1 ◦ β12 ◦ α−1

2 (s) < s, ∀s > 0. (32)

Lemma 9: If β12 (β21 respectively) is positive definite, con-
dition (31) implies, but it is not implied by, condition (32).

Proof: We first show that the linear condition implies the
nonlinear one. Pick any pair (b1, b2) in ]0, b̄]2 and note that the
linear condition (31) yields

[
β12 ◦ α−1

2 (b2)
] [

β21 ◦ α−1
1 (b1)

]
≤ (1− ε)b1b2.

In particular, the selection

s > 0, b2 = s, b1 = β12 ◦ α−1
2 (s),

yields

b1 β21 ◦ α−1
1 ◦ β12 ◦ α−1

2 (s) ≤ (1− ε) b1s,

which implies condition (32).
To show that the converse is not true, let α1(s) = s, β12(s) =

s2, α2(s) = s and β21(s) = γ
√
s. The nonlinear small-gain re-

duces to γs ≤ (1− ε)s which holds for all 0 ≤ γ < 1, whereas
the linear condition reduces to γ(b2/

√
b1) < (1− ε) which

does not hold whatever the positive value of γ is. �
As usual for small-gain conditions it is difficult to establish

the true necessity of (31). We now show that violation of the
non-strict inequality yields the existence of functions ai and bi
such that the convergence result of Lemma 4 does not hold.

Lemma 10: Assume there exist strictly positive real numbers
b1a, b2b and b2c such that

β12(b2b)β21(b1a)

α2(b2b)α1(b1a)
> 1,

β12(b2c)β21(b1a)

α2(b2c)α1(b1a)
< 1. (33)

Then there exist functions ai and bi such that the convergence
result in Lemma 4 does not hold.

Remark 6: Condition (33) says that, with b1 = b1a, the in-
equality (31) holds for b2 = bc but does not for b2 = b2b.

Proof: Assume for the time being that we can find strictly
positive real numbers ε1 and ε2 such that there exist strictly
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positive real numbers Tb and Tc satisfying the linear equations[
β12(b2b)− α1(ε1) β12(b2c)− α1(ε1)
α2(b2b)− β21(ε1) α2(b2c)− β21(ε1)

] [
Tb

Tc

]

= −
[
β12(ε2)− α1(b1a)
α2(ε2)− β21(b1a)

]
. (34)

Then, let b1 and b2 be piecewise constant and (1 + Tb + Tc)-
periodic functions defined as

b1(t) =

{
b1a if t ∈ [0, 1],
ε1 if t ∈]1, 1 + Tb + Tc[,

b2(t) =

⎧⎨
⎩

ε2 if t ∈ [0, 1],
b2b if t ∈]1, 1 + Tb],
b2c if t ∈]1 + Tb, 1 + Tb + Tc[.

As a result

a1(1 + Tb + Tc)− a1(0)

≤ −[α1(b1a)− β12(ε2)] + [−α1(ε1) + β12(b2b)]Tb

+ [−α1(ε1) + β12(b2c)]Tc

= 0

and

a2(1 + Tb + Tc)− a2(0)

≤ −[α2(ε2)− β21(b1a)] + [−α2(b2b) + β21(ε1)]Tb

+ [−α2(b2c) + β21(ε1)]Tc

= 0.

Therefore the result holds with ai any constant function.
Now to prove that Tb, Tc do exist we note that when ε1 and

ε2 are both zero, the solution of the equations (34) is

Tb =
α2(b2c)α1(b1a)− β12(b2c)β21(b1a)

α2(b2c)β12(b2b)− α2(b2b)β12(b2c)
,

Tc =
β12(b2b)β21(b1a)− α2(b2b)α1(b1a)

α2(b2c)β12(b2b)− α2(b2b)β12(b2c)
.

By condition (33) Tb and Tc are strictly positive if the de-
nominator is strictly positive. This is indeed the case since,
multiplying the inequalities in (33), yields

β12(b2b)β21(b1a)α2(b2c)α1(b1a)

> α2(b2b)α1(b1a)β12(b2c)β21(b1a),

where α1(b1a) > 0, since b1a > 0 and β12(b2b) > 0 because of
(33). Therefore, by continuity, Tb and Tc are strictly positive
when ε1 and ε2 are strictly positive, and sufficiently small. �

Thus, (31) is necessary to guarantee that there do not ex-
ist functions b1 and b2 such that the convergence result of
Lemma 4 does not hold.

V. “LIM INF” ASYMPTOTIC PROPERTIES

IN DYNAMICAL SYSTEMS

Proposition 1 can be applied to study asymptotic properties
of the solutions of dynamical systems. In particular the follow-

ing theorem solve Problem 1 and gives conditions to establish
the “lim inf” or “lim” convergence of such solutions.

Theorem 3: Let i ∈ {1, . . . , p} and j ∈ {1, . . . , p}. Consider
system (4) and let Vi : R

n → R be C1 functions and hi : R
n →

R+ be continuous functions. Consider continuous, positive
definite functions αi : R+ → R+, continuous functions βij :
R+ → R+, satisfying βij(0) = 0. Let V l, hl, δl, and μlm be
vectors of dimension sl, with components obtained from the
Vi’s, hi’s, αi’s, and βij’s,4 such that the following hold.

1) Along the solutions of system (4), we have

V̇ 1(x) ≤ δ1 (h1(x)) ,

V̇ 2(x) ≤ μ21 (h1(x)) + δ2 (h2(x)) ,

...

V̇ q(x) ≤ μq1 (h1(x)) + μq2 (h2(x)) + · · ·+ δq (hq(x)) ,

(35)

∀x ∈ R
n, with rq = p.

2) The matrix Ql for each diagonal element δl is irreducible
as a function and satisfies the linear small-gain-like con-
dition (9).

Then, for any bounded solution t 	→ X(x, t) of (4)

lim
t→∞

1

t

t∫
0

p∑
i=1

hi (X(x, s)) ds = 0

and therefore

lim inf
t→∞

p∑
i=1

hi (X(x, t)) = 0. (36)

Moreover,
3a) if all functions βij/αj of all off-diagonal elements μlm are

bounded,
or

3b) if the largest invariant set Hp contained in the set

Ωh1,...,hp
= {x ∈ R

n : h1(x) = h2(x) = · · · = hp(x) = 0}

is stable,
then

lim
t→∞

p∑
i=1

hi (X(x, t)) = 0. (37)

Proof: Property (36) follows directly from Proposition 1
with hi(X(x, t)) playing the role of bi(t).

If 3a) holds, (37) follows directly from Remark 5 with
hi(X(x, t)) playing the role of bi(t). Note that the uniform
continuity of t 	→ hi(X(x, t)) follows from the continuity of

4In particular

V l =
[
V(rl−1+1) V(rl−1+2) · · · Vrl

]T
hl =

[
h(rl−1+1) h(rl−1+2) · · · hrl

]T
.
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hi, and the boundedness of the locally Lipschitz function t 	→
X(x, t) (since f is continuous).

If 3b) holds suppose that all the blocks have dimension
one and p = 3. This contains all ingredients necessary for the
general case.

Since V1 is bounded and decreasing along all the trajectories
of the system by assumption, the first inequality in (35), namely
V̇1 ≤ −α1(h1) implies that

lim
t→∞

h1 (X(x, t)) = 0.

Since the solution is bounded, X(x, t) has an ω-limit set Ω(x)
which is invariant and compact, the previous limit implies

Ω(x) ⊂ Ωh1
= {x ∈ R

n : h1(x) = 0} .

For every xω1
∈ Ω(x), h1(xω1

) = 0 which, by the second
inequality in (35), implies

lim
t→∞

h2 (X (xω1
, t)) = 0

and similarly to the previous discussion, this implies

Ω(xω1
) ⊂ Ωh1,h2

= {x ∈ R
n : h1(x) = h2(x) = 0} .

For every xω2
∈ Ω(xω1

), h1(xω2
) = h2(xω2

) = 0 which, by
the third inequality in (35), implies

lim
t→∞

h3 (X (xω2
, t)) = 0

and again, this implies

Ω(xω2
)⊂Ωh1,h2,h3

={x ∈ R
n : h1(x)=h2(x)=h3(x)=0} .

This proves that, if the differential inequalities (35) are in
triangular form and Ωh1,...,hp

is stable, then (37) holds. Note
that, if the first block of the differential inequalities (35) has
dimension greater than one, then (37) follows directly from
Lemma 4 applied to that block. The proof of the general
triangular block case can be derived from this last fact and the
discussion carried out for the triangular case.

Now we prove that it is sufficient that the largest invariant
set Hp contained in Ωh1,...,hp

is stable. Again, for simplicity,
consider the case p = 3. Assume, by contradiction, that there
exist x in R

n, ε strictly positive and a sequence tm going to
infinity with m such that

d (X(x, tm),H3) > ε.

Since H3 is stable there exists δ strictly positive such that, for
any χ in R

n satisfying

d(χ,H3) ≤ δ, (38)

we have

d (X(χ, s),H3) ≤ ε, ∀s ≥ 0. (39)

Then, since Ω(x) is a closed invariant set we have Ω(xω1
) ⊂

Ω(x) and since H3 is the largest invariant set contained in
the set Ωh1,h2,h3

one has Ω(xω2
) ⊂ H3. Now because of the

convergence of X(xω2
, t) to its ω-limit set Ω(xω2

), hence there
exists T2 such that

d (X (xω2
, T2) ,H3) ≤ d (X (xω2

, T2) ,Ω(xω2
)) ≤ δ

2
and

X (xω2
, T2) ∈ Ω(xω1

) ⊂ Ω(x).

This means that X(xω2
, T2) is an ω-limit point of X(x, t), there

exists T such that

|X(x, T )−X (xω2
, T2)| ≤

δ

2
.

As a result the triangular inequality yields

d (X(x, T ),H3)

≤ |X(x, T )−X (xω2
, T2)|+ d (X (xω2

, T2) ,H3)

≤ δ.

Therefore χ = X(x, T ) satisfies (38), which by (39) yields a
contradiction. �

Remark 7: The fact that (37) is implied by the stability
of Ωh1,...,hp

is a restatement of a well-known result, see for
instance [23, Lemma I.4]. The fact that (37) is implied by the
stability of the largest invariant set Hp contained in Ωh1,...,hp

is
a new result.

Remark 8: If 3b) holds then (37) implies that Hp is asymp-
totically stable.

VI. AN ELEMENTARY EXAMPLE

In this section we present an elementary example which gives
a simple illustration of how the results of the paper can be
used. Of course, the convergence properties we obtain could
be established with classical tools. A more involved example is
presented in the next section.

Example 1: Consider the 2-dimensional system describing
the Duffing oscillator, namely

ẋ1 = x2

ẋ2 = αx1 − βx2 − γx3
1 (40)

with (x1, x2) ∈ R
2, α > 0, β > 0 and γ > 0. The equilibrium

points are (x1, x2) = (0, 0), (x1, x2) = (±
√

α/γ, 0). Let

V1(x1, x2) =
1

β

(
γ
x4
1

4
− α

x2
1

2
+

x2
2

2

)

and

V2(x1, x2, x3) = −
(
αx1 − γx3

1

)
x2.

Then

V̇1 = −x2
2,

V̇2 = −
(
α− 3γx2

1

)
x2
2 −

(
αx1 − γx3

1

)2
+ β

(
αx1 − γx3

1

)
x2.

(41)

Since V1 is radially unbounded, the first equality in (41) implies
that all trajectories are bounded. Then, selecting

c ≥ sup
t

|X1(x1, x2, t)| ,
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(41) yields

V̇2 ≤ −1

2

(
αx1 − γx3

1

)2
+

(
3γc2 − α+

β2

2

)
x2
2,

which motivates the choice

α1(s) = s, α2(s) =
1

2
s,

β12(s) = 0, β21(s) =

(
3γc2 − α+

β2

2

)
s,

b1 = x2
2, b2 =

(
αx1 − γx3

1

)2
.

Note that we have a triangular structure and that

sup
s>0

β21(s)

α1(s)
=

6γc2 − 2α+ β2

2

is finite, hence Theorem 3 yields

lim
t→+∞

X2(x1, x2, t)
2+

(
αX1(x1, x2, t)−γX1(x1, x2, t)

3
)2

=0,

which implies that the solutions of the system are converging to
at least one equilibrium point.

VII. A MORE ELABORATE EXAMPLE

Consider the class of systems described by the differential
equations

ẋ1 = η x1

(
1− x2

1 − x2
2

)
xr
3 + k1x2 [Ψ(x1+) + xp

3] ,

ẋ2 = η x2

(
1− x2

1 − x2
2

)
xr
3 − k1x1 [Ψ(x1+) + xp

3] ,

ẋ3 = −k2x
q
3, (42)

where (x1, x2, x3) ∈ R
3, x1+ = max{x1, 0}, Ψ is a positive

definite function, p and r ≥ p are positive even integers, q is a
positive odd integer, k1, k2 are positive and η ≥ 0. The set of
equilibrium points is given by {(x1, x2, x3) : x1+ = x3 = 0}.
Note that

˙︷ ︸︸ ︷
x2
1 + x2

2 + x2
3 = −η

(
x2
1 + x2

2

) (
x2
1 + x2

2 − 1
)
xr
3 − k2x

q+1
3 .

This shows that all solutions are bounded. Let

V1(x1, x2, x3) =
x2
3

2k2
and

V2(x1, x2, x3) =
x2

k1
.

Then

V̇1 = −xq+1
3 ,

V̇2 =
η

k1
x2

(
1− x2

1 − x2
2

)
xr
3 − x1 [Ψ(x1+) + xp

3]

= −x1Ψ(x1+) + xp
3

[
−x1 +

η

k1
x2

(
1− x2

1 − x2
2

)
xr−p
3

]

≤−x1+Ψ(x1+)+xp
3

[
x1−+

η

k1

(
x2

(
1−x2

1−x2
2

))
+
xr−p
3

]
,

(43)

where x1− = −min{x1, 0}. These inequalities motivate the
choice

δ1(s) = α1(s) = s
q+1
2 , δ2(s) = α2(s) = s,

μ21(s) = β21(s) = cs
p
2 ,

h1(x) = b1 = x2
3, h2(x) = b2 = x1+Ψ(x1+),

where

c ≥ x1− +
η

k1

(
x2

(
1− x2

1 − x2
2

))
+
xr−p
3 .

Note that we have a triangular structure and that, for any strictly
positive b̄, we have

sup
b∈(0,b̄]

β21(b)

α1(b)
= sup

b∈(0,b̄]

c

b
q−p+1

2

,

which is finite for p ≥ q + 1 and infinite otherwise. By
Theorem 3

lim
t→+∞

1

t

t∫
0

[
X3(x1, x2, x3, t)

2

+X1+(x1, x2, x3, t)Ψ (X1+(x1, x2, x3, t))] = 0.

Since

lim
t→+∞

t∫
0

X3(x1, x2, x3, t)
q+1(τ)dτ < +∞,

lim
t→+∞

X3(x1, x2, x3, t) = 0,

then

lim
t→+∞

X1+(x1, x2, x3, t)Ψ (X1+(x1, x2, x3, t))

= 0, if p ≥ q + 1,

lim inf
t→+∞

X1+(x1, x2, x3, t)Ψ (X1+(x1, x2, x3, t))

= 0, otherwise. (44)

In what follows we focus on the case p = q − 1 and we show
that the asymptotic property expressed by the second of equa-
tions (44) cannot be improved. To this end re-write the system
using polar coordinates (θ, ρ) in the (x1, x2)-plane, i.e.,

ρ̇ = ηρ(1− ρ2)xr
3,

θ̇ = −k1

(
Ψ(ρ(cos θ)+) + xq−1

3

)
,

ẋ3 = −k2x
q
3.

From the first equation, we obtain

ρ(t) =
ρ(0) exp

(
η
∫ t

0 x3(s)
rds

)
√

1− ρ(0)2 + ρ(0)2 exp
(
2η

∫ t

0 x3(s)rds
) .
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This implies

η = 0 ⇒ ρ(t) = ρ0

η > 0, x3(t)
r integrable ⇒ min(1, ρ0) ≤ ρ(t)

≤ max(1, ρ0)

η > 0, x3(t)
r not integrable ⇒ ρ(t) → 1.

From the second equation

θ(t) ≤ θ(0)− k1

t∫
0

x3(s)
q−1ds

and from the third equation

dx3

x3
= −k2x

q−1
3 dt

and then

1

k2
(log (x3(t))− log (x3(0))) = −

t∫
0

x3(s)
q−1ds,

that can be directly substituted in the right hand side of θ(t). As
a result

θ(t) ≤
[
θ(0)− k1

k2
log (x3(0))

]
+

k1
k2

log (x3(t))

and, since limt→∞ x3(t) = 0, θ(t) tends to −∞ modulo 2π, i.e.,
θ(t) does not converge. Hence the vector (x1(t), x2(t)) does
not stop turning around the origin. This implies that

lim sup
t→+∞

x1+(t) �= 0,

for all (x1(0), x2(0)) ∈ R
2/{0}. This last equation shows that

the asymptotic property expressed by the second of equations
(44) cannot be improved.

A. “lim inf” Convergence Case

Let p = 2, q = 3, k1 = k2 = 1, Ψ(s) = |s| and consider the
three cases η = 0; η = 1 with r = 2; and η = 1 with r = 4.
Fig. 1 shows the trajectory of the system with initial condition
x(0) = [0.5 0 1]′ for the three cases, whereas Fig. 2 shows
the time histories of the states x1, x2, and x3. Note that the
time axis is in log-scale. Fig. 2 highlights that all trajectories
with initial condition off the (x1, x2)-plane have an oscillatory
behavior with a period that tends to infinity.

Note that trajectories with initial conditions such that
x3(0) = 0 converge to the set

{
(x1, x2) | x2

1 + x2
2 = x1(0)

2 + x2(0)
2, x1 ≤ 0

}
,

i.e., to a semi-circle centered at the origin, the size of which
depends upon the initial conditions. This set is not stable, hence
condition 3b) does not hold.

Fig. 1. The trajectory of system (42), with p = 2, q = 3, k1 = k2 = 1,
Ψ(s) = |s|, x(0) = [0.5 0 1]′, for the three considered cases. The trajectory
converges to the circle of radius ρ0 = 0.5 for η = 0 (red/dotted); of radius
min(1, ρ0) ≤ ρ ≤ max(1, ρ0) for η = 1 and r = 4 (blue/solid); of radius 1
for η = 1 and r = 2 (green/dashed).

Remark 9: The ω-limit set of the trajectories of the system
starting off the (x1, x2)-plane is, as detailed in [33], a chain
recurrent set, which strictly contains the ω-limit set of the
trajectories of the system starting in the (x1, x2)-plane, con-
sistently with the results in [33] and [34] on asymptotically
autonomous semiflows.

Remark 10: As a consequence of the discussion in this
section, the (x1, x2)-subsystem of system (42), with p = 2
and q = 3, and x3 regarded as an input, does not possess the
converging-input converging-state property, see [35]–[37]. This
does not contradict the result in [35], which highlights (among
other things, and similarly to what is done in this paper) the
importance of asymptotic stability (of an equilibrium, or of a
set) to establish asymptotic properties of solutions.

Remark 11: In [13], further connections with the results in
[38] are drawn for one particular case of systems (42).

B. “lim” Convergence Case

Let p = 2, q = 3, Ψ(s) = |s|, η = 0 and consider the two
cases k1 = k2 = 1; and k1 = 1000, k2 = 1. Fig. 3 shows a
trajectory with initial state x(0) = [1 0 1]′. Unlike the previous
case x1(t) and x2(t) converge to a point such that x1+ = 0.
Note that this is the case also if x1 and x2 undergo fast
transient (solid line). Finally, Fig. 4 shows the projection of
the phase portrait on the (x1, x2)-plane for p = 2, q = 3, k1 =
k2 = 1, Ψ(s) = |s| and η = 0 and the set of initial conditions
{(x1(0), x2(0), x3(0)) : x1(0)

2 + x2(0)
2≤1, x3(0)=1}.

VIII. CONCLUSION

A class of theorems inspired by the Krasovskii-LaSalle in-
variance principle has been presented in a unified framework.
The contribution of the paper is a tool to study “lim inf” con-
vergence properties of solutions of dynamical systems. In par-
ticular the theorems give sufficient conditions to determine the
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Fig. 2. Time histories of the states of the system (42) with p = 2, q = 3, k1 = k2 = 1, Ψ(s) = |s| and x(0) = [0.5 0 1]′: η = 0 (red/dotted); η = 1 and
r = 4 (blue/solid); η = 1 and r = 2 (green/dashed).

Fig. 3. Time histories of the states of the system (42) with p = 2, q = 1, Ψ(s) = |s|, η = 0 and x(0) = [1 0 1]′: k1 = k2 = 1 (blue/dashed); k1 = 1000,
k2 = 1 (red/solid).

Fig. 4. Projection of the phase portrait on the (x1, x2)-plane for p = 2,
q = 3, k1 = k2 = 1, Ψ(s) = |s| and η = 0 and the set of initial con-
ditions {(x1(0), x2(0), x3(0)) : x1(0)2 + x2(0)2 ≤ 1, x3(0) = 1}. The
final states are represented by stars.

convergence in the mean and the “lim inf” convergence. These
theorems are derived by a relaxation of Matrosov and Small-

gain Theorems, and they are based on a “lim inf” Barbalat’s
Lemma (Lemma 5 and 7). Additional technical assumptions to
have “lim” convergence are given. The “lim inf”/“lim” relation
and the role of some of the assumptions are illustrated by means
of examples.

REFERENCES

[1] W. Hahn and A. P. Baartz, Stability of Motion. New York, NY,
USA: Springer-Verlag, 1967, ser. Grundlehren der mathematischen Wis-
senschaften in Einzeldarstellungen mit besonderer Berücksichtigung der
Anwendungsgebiete.

[2] N. Rouche, P. Habets, and M. Laloy, Stability Theory by Liapunov’s Direct
Method. New York, NY, USA: Springer-Verlag, 1977.

[3] J. P. La Salle and Z. Artstein, The Stability of Dynamical Systems.
Philadelphia, PA, USA: Society for Industrial and Applied Mathematics,
1987, ser. CBMS-NSF Regional Conference Series in Applied Mathe-
matics.

[4] A. Lyapunov, The General Problem of the Stability of Motion. London,
U.K.: Taylor & Francis Group, 1992, ser. Control Theory and Applica-
tions Series.

[5] H. K. Khalil, Nonlinear Systems., 3rd ed. Englewood Cliffs, NJ, USA:
Prentice Hall, 2001.

[6] J. P. La Salle, “Some extensions of Liapunov’s second method,” IRE
Trans. Circuit Theory, vol. CT-7, pp. 520–527, 1960.

[7] J. P. La Salle and S. Lefschetz, Stability by Lyapunov’s Direct Method.
New York, NY, USA: Academic, 1961.

[8] J. P. La Salle, “An invariance principle in the theory of stability,” in Dif-
ferential Equations and Dynamical Systems, J. Hale and J. La Salle, Eds.
New York, NY, USA: Academic, 1967, pp. 277–286.



SCARCIOTTI et al.: INVARIANCE-LIKE THEOREMS AND “LIM INF” CONVERGENCE PROPERTIES 661

[9] F. Mazenc and M. Malisoff, “Strict Lyapunov function constructions un-
der LaSalle conditions with an application to Lotka-Volterra systems,”
IEEE Trans. Autom. Control, vol. 55, no. 4, pp. 841–854, 2010.

[10] V. Matrosov, “On the stability of motion,” J. Appl. Math. Mech., vol. 26,
no. 5, pp. 1337–1353, 1962.

[11] A. Loria, E. Panteley, D. Popovic, and A. R. Teel, “A nested Matrosov
theorem and persistency of excitation for uniform convergence in stable
nonautonomous systems,” IEEE Trans. Autom. Control, vol. 50, no. 2,
pp. 183–198, 2005.

[12] F. Mazenc and D. Nesic, “Lyapunov functions for time-varying systems
satisfying generalized conditions of Matrosov theorem,” Math. Control
Signals Syst., vol. 19, pp. 151–182, 2007.

[13] A. Astolfi and L. Praly, “A LaSalle version of Matrosov theorem,” in Proc.
50th IEEE Conf. Decision Control & Eur. Control Conf. (CDC-ECC),
2011, pp. 320–324.

[14] I. Karafyllis and Z. P. Jiang, Stability and Stabilization of Nonlinear
Systems. New York, NY, USA: Springer-Verlag, 2011, ser. Communi-
cations and Control Engineering.

[15] Z. P. Jiang, I. M. Y. Mareels, and Y. Wang, “A Lyapunov formulation
of the nonlinear small-gain theorem for interconnected ISS systems,”
Automatica, vol. 32, no. 8, pp. 1211–1215, 1996.

[16] M. Vidyasagar, Input-Output Analysis of Large-Scale Interconnected Sys-
tems. New York, NY, USA: Springer-Verlag, 1981.

[17] C. A. Desoer and M. Vidyasagar, Feedback Systems: Input-Output Proper-
ties. New York, NY, USA: Academic Press, 1975, ser. Electrical science
series.

[18] I. Y. Tyukin, E. Steur, H. Nijmeijer, and C. van Leeuwen, “Non-uniform
small-gain theorems for systems with unstable invariant sets.,” SIAM J.
Control Optim., vol. 47, no. 2, pp. 849–882, 2008.

[19] A. J. Van der Schaft, L2-Gain and Passivity Techniques in Nonlinear
Control. New York, NY, USA: Springer-Verlag, 1996.

[20] A. Isidori, Nonlinear Control Systems II. New York, NY, USA:
Springer-Verlag, 1999.

[21] D. Hill and P. Moylan, “The stability of nonlinear dissipative systems,”
IEEE Trans. Autom. Control, vol. 21, no. 5, pp. 708–711, 1976.

[22] E. D. Sontag, “Smooth stabilization implies coprime factorization,” IEEE
Trans. Autom. Control, vol. 34, no. 4, pp. 435–443, 1989.

[23] E. D. Sontag and Y. Wang, “New characterizations of input-to-state sta-
bility,” IEEE Trans. Autom. Control, vol. 41, no. 9, pp. 1283–1294, 1996.

[24] H. Ito, “Stability criteria for interconnected iISS systems and ISS systems
using scaling of supply rates,” in Proc. Amer. Control Conf., 2004, vol. 2,
pp. 1055–1060.

[25] H. Ito, “State-dependent scaling problems and stability of interconnected
iISS and ISS systems,” IEEE Trans. Autom. Control, vol. 51, no. 10,
pp. 1626–1643, 2006.

[26] D. Angeli and A. Astolfi, “A tight small gain theorem for not necessarily
ISS systems,” in Proc. 44th IEEE Conf. Decision Control & Eur. Control
Conf., 2005, pp. 5427–5431.

[27] S. N. Dashkovskiy, B. S. Rüffer, and F. R. Wirth, “An ISS small-gain
theorem for general networks,” Math. Control, Signals, Syst., vol. 19,
no. 2, pp. 93–122, 2007.

[28] S. N. Dashkovskiy, B. S. Rüffer, and F. R. Wirth, “Small gain theorems for
large scale systems and construction of ISS Lyapunov functions,” SIAM
J. Control Optim., vol. 48, no. 6, pp. 4089–4118, 2010.

[29] A. Astolfi and L. Praly, “A weak version of the small-gain theorem,” in
Proc. 51st IEEE Conf. Decision Control (CDC), 2012, pp. 4586–4590.

[30] G. Scarciotti, L. Praly, and A. Astolfi, “A small-gain-like theorem for
large-scale systems,” in Proc. IEEE 52nd Annu. Conf. Decision Control
(CDC), Dec. 2013, pp. 6593–6596.

[31] A. Berman and R. J. Plemmons, Nonnegative Matrices in the Mathemati-
cal Sciences, vol. 9. Philadelphia, PA, USA: SIAM, 1994, ser. Classics
in Applied Mathematics.

[32] E. Cesàro, “Sur la multiplication des series,” Bull. Sci. Math, vol. 14,
no. 2, pp. 114–120, 1890.

[33] K. Mischaikow, H. Smith, and H. R. Thieme, “Asymptotically au-
tonomous semiflows: Chain recurrence and Lyapunov functions,” Trans.
Amer. Math. Soc., vol. 347, no. 5, pp. 1669–1685, 1995.

[34] H. R. Thieme, “Asymptotically autonomous differential equations in the
plane,” Rocky Mountain J. Math., vol. 24, no. 1, pp. 351–380, 1994.

[35] E. D. Sontag, “A remark on the converging-input converging-state prop-
erty,” IEEE Trans. Autom. Control, vol. 48, no. 2, pp. 313–314, 2003.

[36] A. R. Teel and J. Hespanha, “Examples of GES systems that can be
driven to infinity by arbitrarily small additive decaying exponentials,”
IEEE Trans. Autom. Control, vol. 49, no. 8, pp. 1407–1410, 2004.

[37] A. Astolfi, “A remark on an example by Teel-Hespanha with applica-
tions to cascaded systems,” IEEE Trans. Autom. Control, vol. 52, no. 2,
pp. 289–293, 2007.

[38] C. Conley, Isolated Invariant Sets and the Morse Index. Providence,
RI, USA: American Mathematical Society, 1978, ser. CBMS Regional
Conference series in Mathematics, no. 38.

Giordano Scarciotti (M’10) was born in Rome,
Italy, in 1988. He received the B.S and M.S. degrees
in automation engineering from the University of
Rome Tor Vergata, Italy, in 2010 and 2012, respec-
tively, and is currently pursuing the Ph.D. degree
from the Electrical and Electronic Engineering De-
partment, Imperial College London, London, U.K.

His research interests are focused on stability anal-
ysis, optimal control and model reduction.

Laurent Praly (M‘07) received the M.S. degree in
engineering from the École Nationale Supérieure des
Mines de Paris, Paris, France, in 1976 and the Ph.D.
degree in automatic control and mathematics from
the Université Paris IX Dauphine, Paris, France,
in 1988.

After working in industry for three years, in 1980
he joined the Centre Automatique et Systèmes at
École des Mines de Paris where he is still now.
His main interest is in observers and feedback
stabilization/regulation for controlled dynamical sys-

tems under various aspects—linear and nonlinear, dynamic, output, under
constraints, with parametric or dynamic uncertainty, disturbance attenuation
or rejection. On these topics he is contributing both on the theoretical aspect
with many academic publications and the practical aspect with applications in
power systems, electric drives, mechanical systems, aerodynamical and space
vehicles.

Alessandro Astolfi (F’09) was born in Rome, Italy,
in 1967. He received the M.S. degree in electrical
engineering from the University of Rome, Rome,
Italy, in 1991, the M.Sc. degree (medal of honor)
in information theory from ETH-Zurich, Zurich,
Switzerland, in 1995, and the Ph.D. degree in nonlin-
ear robust control from the University of Rome “La
Sapienza,” Rome, Italy, in 1996.

Since 1996 he has been with the Electrical and
Electronic Engineering Department of Imperial Col-
lege London, London (UK), where he is currently

Professor in Nonlinear Control Theory and Head of the Control and Power
Group. From 1998 to 2003 he was also an Associate Professor at the Dept.
of Electronics and Information of the Politecnico of Milano. Since 2005 he
has also been a Professor at Dipartimento di Ingegneria Civile e Ingegneria
Informatica, University of Rome Tor Vergata. He has been a Visiting Lec-
turer in “Nonlinear Control” in several universities, including ETH-Zurich
(1995–1996); Terza University of Rome (1996); Rice University, Houston
(1999); Kepler University, Linz (2000); SUPELEC, Paris (2001). He is the
author of more than 120 journal papers, of 30 book chapters and of over
240 papers in refereed conference proceedings. He is the co-author of the
monograph Nonlinear and Adaptive Control with Applications (Springer-
Verlag). He is Associate Editor of Automatica, the International Journal of
Control, the Journal of the Franklin Institute, and the International Journal of
Adaptive Control and Signal Processing. He is Editor-in-Chief of the European
Journal of Control. His research interests are focused on mathematical control
theory and control applications, with special emphasis for the problems of
discontinuous stabilization, robust and adaptive control, observer design and
model reduction.

Prof. Astolfi received the IEEE CSS A. Ruberti Young Researcher Prize
(2007) and of the IEEE CSS George S. Axelby Outstanding Paper Award
(2012). He is a “Distinguished Member” of the IEEE CSS. He is Senior Editor
of the IEEE TRANSACTIONS ON AUTOMATIC CONTROL. He has also served
in the IPC of various international conferences. He is currently the Chair of the
IEEE CSS Conference Editorial Board.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


