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Global Asymptotic Stabilization for Nonminimum
Phase Nonlinear Systems Admitting a Strict
Normal Form

V. Andrieu and Laurent Praly

Abstract—In this paper, we address the problem of global
asymptotic stabilization by output feedback for nonminimum
phase nonlinear systems which admit a strict normal form. We
assume the knowledge of an observer and, depending on its
properties, we propose various approaches to design the control
law. Each of these approaches needs a different stabilizability
assumption on the inverse dynamics. In this way, within a unified
framework, we recover and extend some already published results
and we establish new ones.

Index Terms—Backstepping, nonmimum phase system, ob-
server, output feedback.

I. INTRODUCTION

E address the problem of global asymptotic stabiliza-
tion by output feedback for systems whose dynamics
can be written in the following strict! normal form:

’é‘: F(Zgl)
§1 =&
52:= &3 "
fn = f(Z glgn)"i'g(gl)u
y==E&
with state (z,&1,...,...,&,) where z is in R™ and ¢; is in R,

and where the function F is in C™1!, the functions f and g are
in C! and we have:

F(0,0) =0, f(0,0,...,0)=0
g(61) >0 V& eR.

Systems whose dynamics can be written in the form (1) have
been fully characterized, upon input scaling, by a coordinate
free condition by Byrnes and Isidori in ([9, Corollary 5.7]). It is
trivially satisfied by any system whose dynamics can be written
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10nly ¢; is present in the expression of 2.

as

(9 ="b1(y) +a1(y) y2
U2 = ba(y,y2) + a2(y) y3

Un=1 = bn_1(Y, Y2, - Yn—1) + @1 (¥) Yn
Un = bn (Y Y2, -+, yn) +co(y) 21 + an(y)u
z1 = fi(y, z1) + c1(y, 21) 22 )

Zme1 = fm-1(Y, 21, -, Zm—1)
+em-1(Y, 215+ -y Zm—1) Zm
Zm = f (Y, 215+, Zm)
\ +Cm(y7217"'7zm)y

where the a;’s and ¢;’s take positive values. This is one of the
most general (nominal) form for which we know how to de-
sign a globally asymptotically stabilizing output feedback and
whose study has been initiated by Kanellakopoulos, Kokotovié
and Morse in [16] and Marino and Tomei in [22]. In these works,
the problem has been solved by imposing some restriction on
the nonlinearities (in [16] and [22], the b;’s in (2) depend only
of y) and by assuming that the z dynamics, the inverse dy-
namics, are linear in z and with an asymptotic stability prop-
erty—the minimum phase assumption. From these original pub-
lications, many other results have been obtained, relaxing more
and more the restriction on the functions b;’s but, for most
of them, still preserving the minimum-phase assumption (see
for instance [30], [28], [18], [31], [13], and [2] and references
therein).

Until recently the only significant results concerning nonmin-
imum phase nonlinear systems were about semiglobal stability,
invoking high gain observers (see [8], [33] for instance). But for-
tunately, the minimum-phase assumption in the global stability
case has been relaxed now, in particular by Karagiannis, Jiang,
Ortega and Astolfi in [17], Marino and Tomei in [21] and by
ourselves in the preliminary version [3] of this paper. In these
contributions, the authors replace the minimum phase assump-
tion by some specific form of state-stabilizability of the inverse
dynamics. In other words, they assume (explicitly in [17] and
[3] and implicitly in [21]) the existence of a function ¢, such
that the origin of the following system:

2= F(z,0:(2)) ©)

is globally asymptotically stable. In [3], it is shown that, up to
a regularity assumption, the existence of ¢, is necessary for the
solvability of the output feedback stabilization problem for the

0018-9286/$25.00 © 2008 IEEE



ANDRIEU AND PRALY: GLOBAL ASYMPTOTIC STABILIZATION FOR NONMINIMUM PHASE NONLINEAR SYSTEMS

system (1). Actually, more is required in [17], [21], and [3]. Not
only the origin should be asymptotically stable for (3) but this
should be in a robust way with respect to disturbances which
may act differently, depending on the context.

The unifying formalism we propose here allows us to
rephrase and/or obtain output feedback stabilizers for the
system (1) without a minimum-phase assumption and under
various sets of assumptions. In Section II, by exploiting a result
of Freeman and Kokotovi¢ [11], we obtain a new result by
following what we call the state disturbance or direct approach.
In this case, the assumption is, in spirit, about the Input-to-State
Stability (ISS) property of the following auxiliary system:

where the disturbances d. and d,, act as measurement error and
input disturbance respectively. In Section III, another result (en-
compassing the ones by Marino and Tomei [21] and Andrieu
and Praly [3]) is obtained by following the dynamics error or
indirect approach. There, the assumption is on:

2=F(z,¢.(2))+d

where the disturbance d acts externally. Finally, in Section IV,
we show how by combining the two previous approaches and
relying on an assumption on the system (4), we can recover
the result of Karagiannis, Jiang, Ortega and Astolfi [17] in the
case with no disturbances (or actually when they are part of the
known system). Section V is devoted to illustrating examples
and Section VI contains our conclusions.

Above, we have quoted only the references in very direct re-
lation with our topic and in particular with the non minimum
phase case. Many other results are available, among which the
most recent ones approach the design of output feedback via
domination where the dominant model is mainly a simple chain
of integrators but for which the output feedback is designed to
cope with large disturbances. For this, it incorporates dynami-
cally updated high gain controller and observer as in [13], [18]
for instance or terms of higher order as dictated by weighted ho-
mogeneity as in [2], [31] for instance.

In the following proofs and examples, we focus on the ideas
and concepts. Instead we do not detail the computations in par-
ticular when they could become heavy without bringing any-
more light on our topic.

II. THE STATE DISTURBANCE OR DIRECT APPROACH

A. The Context

The popular “separation principle” is not true in general for
global asymptotic stabilization. Nevertheless the following sep-
aration recipe is appropriate:

If we have
1) an observer that provides boundedness and asymp-
totic convergence to zero of the state estimation error,
independently of the control;
2) a state feedback that renders the system ISS with re-
spect to additive error in its argument;
Then we can cook up a globally asymptotically stable
output feedback.
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This recipe, which may not have been written per se before,
has already been followed by several authors (see, for instance,
[6], [10], [34], and [31]).

The first step in following this recipe is to introduce a state
observer. For this, we rewrite the dynamics of the system (1) in
other coordinates. Given 2(n — 1) arbitrary but sufficiently dif-
ferentiable functions (a;)1<;<n—1, which take positive values,
and (b;)1<i<n—1, there exist two other functions a,, which
takes positive values, and b,,, and a diffeomorphism

(Z7€17"'7€H)TH(Z7y7"'7yn)T (5)
such that the dynamics of the system (1) can be rewritten in
(2=F(zy)

¥ = a1(z,y)y2 + b1(z,y)

Yo = az(z,y,y2)ys + ba(2,y, y2)

: (6)

yn—l = an—l('z:y7y2> cee >yn—1)yn
Fbn1 (Y Y2, Yn1)

\ U0 = an(y)u + (2,9, 92, Yn)-

We insist here for having a,, to depend only on y.
With collecting z and ¥ to ¥, into a single state vector A in
R™*+™~1 the dynamics (6) take the following form:

{ ¥ = A(x,y) + B(y)u
y=C(x,y).

Our detectability assumption is expressed as follows:

Assumption SD-D (State Disturbance, Detectability):
The coordinates for z and the functions (a;)1<i<n—1, and
(bi)1<i<n—1 can be chosen in such a way that there exist a
O™t function K : R — R™™™~! of y and a positive-definite
symmetric matrix P satisfying

0A— KC 0A - KC
P ox (v,9) + ox

(N

(xv,9)'P <0
Y(x,y) € R xR, (8)

This assumption is discussed in the next section.
Following the recipe, the second step is to find a state feed-
back ¢ : R*t™ — R such that the system

{ x=A(x,y)+ B(y)p(x +e,y)
Z) = C(X7y)

is ISS with input e in R"*+™~1, As far as we know, this problem
has not been solved for systems of the form (6). However,
Freeman and Kokotovi¢ have given a solution in [11] for the
particular case where the z-dynamics can also be written in a
strict feedback form. Specifically the appropriate assumption is
as follows.

Assumption SD-S (State Disturbance, Stabilizability):
The z dynamics have a strict feedback form, i.e., they are

#1 = f1(z1) + c1(21)22

&)

'émfl = fmfl(zlw--;'szl) (10)
+C'm,—1(zl7 s 7Zm—1)zm,
'ém = fm(zl7 e 7Zm) + Cm(zh s 7Zm)y

where the functions c; take strictly positive values.
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Designing a globally stabilizing output feedback under as-
sumptions SD-D and SD-S is an easy task in principle by fol-
lowing the procedure proposed by Freeman and Kokotovi¢ in
[11] and by invoking the ISS formalism. Precisely, we have the
following.

Theorem 1 (State Disturbance Approach): If the assumptions
SD-D and SD-S hold then there exists a globally stabilizing dy-
namic output feedback of dimension m + n — 1.

Proof: With assumption SD-S, the dynamics of the system
(6) have a strict feedback form. Thus we can apply the design
given in [11] to get a C! function ¢ : R"*™ — R and a C*,
positive-definite and proper function V' : R*™™ — R, such
that along the solutions of the system (9) we get, for some func-
tion v of class K. and for all (x,y) in R**™ and e in Rn+™ !

ov

v VWA Y) + By)d(v — e y)]

%
+—(/X’7y)C(X,y) S _V(‘va)+’7(|e|) (11)

dy

The output feedback is then defined as u = ¢(&,y) where

X = (2,92,...,4n) is given by the following (reduced order)
observer:
{"A‘.’:“’fM(y) A (12)
w = A(’Yay) + B(y)u - K(y)C(X y)

with M(y) = [ K(s)ds.
With this feedback, the dynamics of the closed-loop system
can be written as

X = A(x,y) + B(y)p(x —e,y)

g =C(x,y),

€= A(X7 y) - A(‘Y — €, y)
—K(y)[C(x,y) — C(x —e,y)]

where e = x — X. It is seen as the interconnection of the system
to be controlled and the error system. We have

13)

A(v,y) — A(x —e,y)
- K(y)[C(x,y) — C(x —e,y)]
[ [toA-KC

o {/0 ox

So, with (8), to any compact subset C of R2("t™)~1 we can
associate a strictly positive real number ¢ satisfying

(x+ (1 —9s)e,y)ds|e. (14)

—_—

ef'Pe < —ce’Pe Y(x,y,e) €C. (15)
Inequalities (15) and (11) imply successively that, along the so-
lutions of the closed-loop system, |e| and V (v, y) are bounded.

Specifically, we get, for allt > 0

e(t) Pe(t) < e(0)* Pe(0),

V(x(t),y(1)) < V(x(0),5(0)) + <%>

where Apin(P) is the smallest eigenvalue of P and the argu-
ment ¢ represents the time for the evaluation of the argument
of the functions along the solution. These inequalities imply the
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global stability of the origin. Therefore, with (15), for each ini-
tial condition, there exists a strictly positive real number ¢ such
that

le(t)] < exp(—ct)|e(0)] (16)
But, with the variation of constant formula and by splitting the

integration interval [0, ¢] in [0, (¢/2)]U((¢/2), t], (11) gives, still
for any solution and for any ¢ > 0

V(x(t), y(t)) < exp(—t)V(x(0),5(0))

wep (=) s 20 + s a(l(s)

i
5<s

With (16), this implies that V (x(t),y(t)) and therefore x(t)
and y(t) converge to 0 as ¢ goes to infinity. This establishes the
global attractivity of the origin. [ |

B. Discussion

1) On the Detectability Assumption SD-D: Guaranteeing the
existence of a reduced order observer from assumption SD-D is
a triviality. We have given ourselves this derogation in writing
this assumption since sufficient conditions for it to hold are
known. Specifically, the following:

* Monotonic nonlinearities: Following Arcak and Koko-

tovié [5], consider the case where we can find a function
K leading to the following decomposition:

A(x,y) — K(y)C(x,y) = Fx + Q(y)

where, V(s,y) € R?

—0o < a; <

s (S7y) S bi S +00.

Proposition 1 ([5]): In this context, the inequality (8) holds
if there exists a positive-definite matrix symmetric P and real
numbers \; # O satisfying

n+m-—1

b;
> 7

=1

P 2

AL+ —G;
+ X\

n+m—1
Z ”
. 4
1=1

+PF+FTP< —I.

2

AiL;

P
— TGi

X2

* Qutput-dependent incremental rate: Following Krishna-
murthy and Khorrami [19], we consider systems admitting
the representation (2). To simplify our presentation, we in-
troduce the functions ¢; ; and 1; as

G 2<j<i<nm

Jy;
$ij=40  mt+l<i<m, 2<j<n (A7)
Yot wi1Z<ignin
_Joa 2<1<mn-1
wl_{cin n<i<n+m-1. (18)
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Proposition 2 ([19, Th. 2]): If there exists a positive real
number p, such that, for all (X, y) in R**™, we have

p<;, 2<i<n+m-1
pi Sz, 3<i<n+m—1
pldijl < V-1, 3<i<mn4+m-—1

3<y<i
p|¢n+m,j| S V wnerflefl?

3<j<n+m
then there exists a continuous function K and a matrix P such
that (8) is satisfied.

Another point about the detectability assumption SD-D is
that, very often, the degree of freedom left in the definition of
the functions a;’s and b;’s is forgotten in the literature. To il-
lustrate it, consider the following second order system with no
inverse dynamics

él = 527
&= f(&,&) +9(&)u (19)
y = &1

Then the functions a1, as, by, and bs are free up to satisfying the
following constraints:

9(y) = a1(y)az(y) > 0
[y, a1(y)y2 + b1(y))
= [0 (y)y2 + b1 (v)][as
+ a1(y) b2(y, y2).

(y)y2 + b1(y)]

It follows that (8) holds if we can find a positive C'! function a;
and a C' function ¢ such that we have

o7 —(&1,62) < (&) + QQI(&)& V(€1,62). (20
&2 1(61)
Indeed, in this case, we pick
aln) = 20 ) =0
ba(y.p) = L1 )y2) — a1(y)ai )y
a1(?/)
and (8) holds with
_ _ Uy)
P = 1 ]{Ig(y) al(y) .

2) On the Stabilizability Assumption SD-S: The specific
strict feedback form imposed on the z-dynamics by the stabi-
lizability assumption SD-S implies the existence of a function
¢ such that the origin of (3) is globally asymptotically stable.
We have mentioned in the introduction that the existence of
¢. is “almost” necessary. So the main restriction imposed by
assumption SD-S is the fact that, as proved by Freeman and
Kokotovié [11], it allows us to get a function ¢, which not only
stabilizes asymptotically the origin of the z-subsystem but also
ensures the ISS property of the following auxiliary system:

2=F(z

y$=(2+d2) + du) 21
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with input (d.,d,) (see assumption SD-S’ in Section IV). It
would be very useful to know whether or not, assumption SD-S
can be replaced by this ISS property, i.e., whether or not the
recursive Lyapunov design of [11] applies or can be modified to
get V and ¢ satisfying (11).

III. THE DYNAMICS ERROR OR INDIRECT APPROACH

This section is a reproduction of our conference paper [3].

A. The Context

Another usual approach to design an output feedback is again
to design the observer first but then to design the state feedback
for this observer and not for the system to be controlled as done
in the previous section. Specifically, the state feedback is de-
signed for the following system with state (X', %) given by the
observer (12)

j=C(X,y)+AC @)

X = A(X,y) + B(y)u + K (y)AC
where, the term AC' = C(X,y) — C(X,y) is the correction
term. Despite, this term is a good term for the observer, it is
considered as a disturbance in the design of the state feedback.
This approach that we call the dynamics error or indirect ap-
proach, is therefore the application of another separation recipe
as follows.

If we have

1) An observer providing L?-correction terms;

2) A state feedback making the system L2-ISS;
Then we can cook up a globally asymptotically stable
output feedback law.

Again, this recipe may not have been formalized in this way
previously (see, however, [4], [29]) but it is certainly not new.
Most of the published results on output feedback stabilization,
starting from [16], [22], can be reinterpreted along its lines (see,
for instance, [30], [28], [13], [21], [2]). To follow this recipe, we
propose the following set of assumptions.

Assumption DE-D2 (Dynamics Error, L2-Detectability):
DE-D2.1: The coordinates for z and the functions
(ai)1<i<n—1 and (b;)1<i<n—1 can be chosen in such
a way that there exist a C"*! function K of 3 and a
positive-definite symmetric matrix P satisfying

0A—-KC 0A—-KC

gy T
P p¥Y (X,y) + 9x (X,y)' P
oC oC
< - T
<~ (X )T (X )

V(X,y) e R"Tm1 x R, (23)
DE-D2.2: The system (7) is zero-state detectable, i.e., any
solution X' (X, t) of

X = A(X,0) ,C(X,0)=0 (24)
is defined on [0,400) and converges to 0 as ¢ tends to
infinity.
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Assumption DE-S2 (Dynamics Error, L2-Stabilizability):
There exists a C™*! function ¢., zero at the origin, and such
that the following system is L2-ISS :

2= F(Z7 sz(z)) + KZ<¢Z<Z))d

where K. collects all the z-components of the function K.
Specifically, there exist a C"*!, positive-definite and proper
function V, and a positive-definite continuous function a, such
that we have

ov.

oo (I (2, :(2)) + Ka(9:(2))d] < —az(2) + [d]*. (25)

These two assumptions are discussed in the next section.

Again, designing a globally stabilizing output feedback under
this set of assumptions is an easy task by relying on the observer
backstepping technique. Precisely, we have the following.

Theorem 2 (Dynamics Error, L? Case): If the assumptions
DE-D2 and DE-S2 hold then there exists a globally stabilizing
dynamic output feedback of dimension m + n — 1.

Proof: Consider again the observer (12). We have

IC(X,y) — C(X,y)

:H/Ola—C(X-l-S[./?—X],y)ds} (X — X]

(9X
1
< /
=

So, with (14) and (23), we get

2

o¢ ds.

[ﬁ(x +s[X — X]vy)} [X -]

A

(/YA‘ - X)TP(/? - ‘/Y) < _|C(‘/f‘y) - C(X7y)|2

= —|AC|% (26)
This establishes that the observer makes the correction term AC
an L? function along the solutions of the closed-loop system. So,
according to the above separation recipe, it remains to design a

state feedback making L2-ISS the following system with input
d:

:I.Q'n. = an(y)u + bn(éfyvg% v gn) + Kn(y)d

Using assumption DE-S2, we have a C"*1, positive-definite
and proper function V, satisfying

av,

By applying recursively Lemma 1 given in the Appendix, we
can propagate this property up to getting a C'!, positive-definite
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and proper function V,, and a C! function ¢, such that u =
dn(2,Y,92,- -, Un) gives for the system (27)

A

Vi 2,9, 92,1 0n) < = (2,4, 92, -, Gn) + |d]* (28)
where «, is a positive-definite continuous function.

So now, instead of viewing the dynamics of the closed-loop
system as the interconnection of the system to be controlled and
the error system, as in the state disturbance approach (see (13)),
we view them as the interconnection of the observer (27) with
input

d=AC=C(e+ X,y) — C(X,y)

and the error system

é=A(X +e,y)— A(X,y) — K(y)AC (29)

with output AC and input y and

As proved above, the latter generates a function AC which is
square-integrable along the solutions of the closed-loop system
and the former is L?-ISS with this function as input. From here
proving global asymptotic stability is easy. Indeed, with (26)
and (28), we get readily

——

eTPe+ Vo (X,y) < —an(X,y).

Since «, is a positive-definite continuous function of its argu-
ments, this establishes global stability of the origin as well as
the convergence of any solution to the largest invariant set con-
tained in the set {(e, X,y) : X = y = 0}. In this set, we have

X = A(X,0) ,C(X,0)=0.

So, by following the same arguments as in [12, p. 44], we
can conclude with assumption DE-D2.2, that each solution
converges to the origin, i.e., we have global attractivity. ]

B. Discussion

1) On Assumption DE-S2: Again, the main restriction im-
posed by assumption DE-S2 is the fact that the function ¢. not
only stabilizes asymptotically the origin of the z-subsystem but
also that it provides the L2-ISS property of the following auxil-
iary system:

2=F(z,0.(2))+d

where the disturbance d acts externally instead of internally as
we had with the state disturbance approach (see (21)).

2) On Assumption DE-D2: Assumption DE-D?2 is very sim-
ilar to assumption SD-D. We have only replaced < 0 in (8)
by < —(9C)/(0X)T(0C)/(0X) in (23). However, even with
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strengthening (8) as

0A - KC
P oxX

0A - KC

T
s P < -1

x(X,y) € R"T™1 xR

(X,y)+

it is a difficult task to go from this stronger version of SD-D
to DE-D2.1. For this we need an extra property on the function
C. Typically it is that |(0C)/(dX)(X,y)]| is bounded or more
specifically that a; does not depend on z and |(9by1)/(02)(z,y)|
is bounded. Without such a property, a possibility is to redesign
the observer by augmenting the gain K. This idea has been ex-
ploited already in the literature (see [14], [27], and [7], for in-
stance). Here it can be exploited at least in the case where C' is
affine in X, i.e.

C(X,y) = Co(y) + Ci(y)X.

In this case, (8) reads

94 9A .
[Pa—X(ny) + oy (Xy) P}

x [PK(y)Ci(y) + Ci(y)' K (y)TP] < 0
V(X,y) € RHm=1 x R.

So, by augmenting K (y) with (1/2)P~1C;(y)T, we get
0A 0A
P—(X —(x,y)TP
PO+ G )]

- [P (K(y) + %P‘lCl(y)T> Ci(y)

T
) (K + 5P ) P

.. ,0C
—ﬁ()ﬁy) ﬁ(&y)

V(X,y) € Rmm-1 xR

< =Ci(y)TCi(y) =

which is (23). For example, for the system (19), the assumption
(23) still holds under the constraint (20). For this, it is sufficient
to modify ko as:

Another possibility of relaxing assumption DE-D?2 is offered

when the correction term can be decomposed as (see [29])

C(X,y) — C(X,y) = m(2,y)e(z, 2, y). (30)

In this case it is sufficient that the observer ensures that the term

e(z, 2,y) is in L% along the solutions. But then the stabilizability
assumption DE-S2 is about the following system:

2= F(z,¢:(2)) + Ko (¢=(2))m(2, 6-(2))d. (3D

This extension is used for the system (44) studied below.

If none of the above succeeds, we abandon the L2 framework
and try the following L! one. The assumptions we need then are
(see also [29], [7]).
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Assumption DE-D1 (Dynamics Error, L!-Detectability):
DE-D1.1: The coordinates for z and the functions
(ai)i<i<n—1 and (b;)i<i<n—1 can be chosen in such
a way that there exist a C"*! function K and a positive
semidefinite symmetric matrix P and k vectors v; satis-

fying
k
P+ Z vivl >0 (32)
1=1
T PLASEE (X, y)e
veT Pe
k
dA — KC
ign(vl eyl ———~(x,
+ ; sign(v; e)v; X (X,y)e
aC
— =
< = |ax X we
Y(X,y,e) e R 1 xR x Rrtm-1 (33)

Moreover the K, component of K is bounded.
DE-D1.2. Same as assumption DE-D2.2
Assumption DE-S1 (Dynamics Error, L -Stabilizability):
There exist a C™*! function ¢., zero at the origin, and a C™*1,
positive-definite and proper function V. and a positive-definite
continuous function «, satisfying?

v,

Pz, 6:(2) + d) <~ (2) + |d]

Theorem 3 (Dynamics Error, L' Case): If the assumptions
DE-D1 and DE-S1 hold then there exists a globally stabilizing
dynamic output feedback of dimension m + n — 1.

Proof: For a locally Lipschitz function W and a system
¢ = f(e,X), we denote by DYW, the Dini derivative of W
along the solutions of this system, i.e.,

D+W(e) = limsup W(e + tf(e, X)) - W(e)'
t\.0 t

With this notation, the proof follows exactly the same lines as
the one of Theorem 2.
Since we have

|C(X +e,y) = C(X, y)]

1
oC
— (X + se,y)eds
| 5% )

/1 aC
<
0

— (X + se,y)e| ds

oxX

with (14) and (33) and e satisfying (29), we get3
k
Dt (\/eT—Pe + Z |7J1T6|) < —|AC).
=1

This establishes that the observer makes the correction term AC'
an L' function along the solutions of the closed-loop system.

2This is equivalent to writing that V. has a bounded gradient.

3The use of polyhedral Lyapunov functions has a long history in control
theory (see [26] and the references therein, for instance).
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Moreover, the function K, being bounded, the same integra-
bility property holds for K, AC.

Then we follow exactly the same lines as the ones after (26),
except that, to propagate the L-ISS property, we apply recur-
sively Lemma 2 given in the Appendix. In this way, we get a
C'", positive-definite and proper function V;, and a C"* function
¢n such that w = ¢, (2,9, G2, . - ., Jn) gives for the system (27)

A

~

Vn(27y7 :’927 e 73}71) S _an(27y73}27 e Qn) + |AC|

where «, is a positive-definite continuous function.
This yields the following for the closed-loop system:

k
l)+ (V €TP€+Z|'U;'T€| +Vn(27yg2,7gn))
=1

A

< _an(éa Y, :&27 L) yn)
With (32) and ([32, Ths. I1.6.2 and VII.3.2]), we conclude that
we have global stability of the origin and convergence of any so-
lution to the largest invariant set contained in the set { (¢, X, ) :
X = y = 0}. From this point, the proof is completed as the one
of Theorem 2. [ |

We end this section by mentioning that the very specific struc-
ture of the system studied by Marino and Tomei in [21] is such
that the assumptions invoked in that work imply that, for all
p > 1, both LP-detectability and L?-stabilizability are satis-
fied and so in particular assumptions DE-D1, DE-D2, DE-S1
and DE-S2 (see [1, Ex. 4.2.3]).

IV. COMBINED APPROACH

A. The Context

In this section, we rephrase part of the result obtained by
Karagiannis, Jiang, Ortega, and Astolfi in [17] by viewing its
proof as a combination of the state disturbance and the dynamics
error approaches.

In this context, the stabilizability assumption is given as the
following.

Assumption SD-S’: There exists a C" T function ¢ zero
at the origin, and such that the following system is ISS:

4= F(z,¢(2 + d2) + du,).

Specifically, there exist a C™*1, positive-definite and proper
function V. and two continuous non-negative functions ~y; and
~2 which are zero at zero and such that we have

oV,
0z

(2) [F'(2, ¢(2 + d-) + du)]

< =Ve(2) + m(ld=]) + r2(ldul).  (34)

Theorem 4 (Combined Approach): If the assumptions DE-D2
and SD-S’ hold then there exists a globally stabilizing dynamic
output feedback of dimension m + n — 1.
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Proof: From (34), we get readily

v,
0z

(2)F(z,y) < =V2(2) + |z = 2) + 72(ly — ¢=(2)).
(35)
This establishes that the z-subsystem is ISS with respectto z — 2
and y — ¢.(2). The observer takes care of making the distur-
bance z — Z “small”. It remains to design a state feedback taking

care of the other disturbance y — ¢.(2). To do so, we consider
the coordinate

p=y—¢.(2)

and write its dynamics as

n= (ll(é’ y)?b + bl(évy) +d

(36)

Un = an()u+bu(2, ... Gn) + Kn(y)d

where, Z is considered as a measured exogenous input for which
we know its time derivative satisfies
E= Pt ¢:(9) + Ko(n+¢:(2))d. (37

Here d is a seen as a disturbance but is actually the correction
term associated to the observer
d=C(X,y) - O(X,y). (38)

We start the design by observing that the function ¢, defined as

S [—2u— <a(;iz (2)Kz(y)>2u

(bl(é?/j’) =

a1(2,y)

where y = u + ¢.(2), gives, for the p-subsystem,

.2 2 2 2 ~ ~ N
pe < —pt 4 21d1° V(2 92) 92 = d1(p, ).

This establishes an L2-ISS property for this pu-subsystem.
Then, by applying recursively Lemma 1 of the Appendix, we
can propagate this L2-ISS property to get a C'! function ¢,,
and a C*, positive-definite and proper function V,, such that

—_——
Vn(ﬂ’? Y2, - 7yn) < _an(vn(ﬂﬂ Y2, .- 7yn>) + |d|2 (39)
where, o, is a positive-definite continuous function.

Note that here the recursive procedure starts with y (equiv-
alent to y) instead of Z as in the dynamics error approach [see

271
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With all these preliminaries, we can write the dynamics of the
closed-loop system as

(40)

:‘}n = an(y)gbn(é/ /1'7:‘}27 s /:l)n)
+bn(%7y7g27 s 7’!}");'_ Kn(y)d
\GZA(X-l-e,y) —A(le) _K(y)d

with (38), 2 =z —e,,y = p+ ¢.(2) and

It is seen as the interconnection of the error system and a system
which combines the z-part of the system to be controlled and the
(14,92, - - - , Yn )-part of the observer.

With (35), (39), (26), (34), and (37), we get along the solu-
tions of this system (40)

A

~

26TP6 + Vn(.uﬂ?}% s gn)

< —an(Vilpts G2, - - -, 9n)) — |d)?, 41)
/-"\
V.(2) < =Vi(2) + p(2eT Pe + Vit a, ., n)) (42)
V(%) < =Va(2) + 2 (|u]) + E(y, 2)|d] (43)

where p is any class K, function and € is the continuous func-
tion satisfying

1
p(s) > Zmax{wl (‘EP%

%)

max
(159250, Un ) : Vi (1,92, 0n ) <5

t.2) = | 52K

(el

Inequalities (41) and (42) imply successively that, along the so-
lutions of the closed-loop system, 2eX Pe + Vi, (i1, G2, . -+ Un)
and V. (z) are bounded. Specifically, we get, for all t > 0

2e(t)” Pe(t) + Vi (u(t),
< 2¢(0)" Pe(0) + V4,

V.(2(1)) < V2(0)
+ p(2¢(0)7 Pe(0) + Vu((0). 52(0), ..., 3(0))

9a(t), ...,
(1(0),32(0), - .-

where the argument ¢ represents the times for the evaluation of
the argument of the functions along the solution. These inequal-
ities imply the global stability of the origin.
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Actually,  since Va is positive-definite and

2¢"Pe +V, (11, 4o, ..., 9n) is  strictly  negative  if
Vn(llﬁ g?? T

,Un) and d are not zero, we have also

-~

I ol = o,
L ()| + ld(s)| + Y 1da(s)] | =0

=2

Also, as we have done from (11), inequality (43) gives, for any
bounded solution, a real number &, such that we have for all
t>0

V.(2(1)) < exp(—t)V2(2(0)

We conclude that, for any closed-loop solution, there exists a
real number ¢ such that the corresponding w-limit set is con-
tained in the set {(X, X,y) : €T Pe = ¢,|X| = y = 0}. But,
with Assumption DE-D2.2, we know that any solution in this set
converges to the origin. So, by following the same arguments as
in ([12], p. 44), we can conclude that we have global attractivity.
|

B. Discussion

Compared to the result in [17], in Theorem 4, we are less re-
strictive in allowing the terms b; to depend also on (y2, ..., ¥;).
But we are more restrictive in not dealing with the (unknown)
disturbance terms. In doing so, we can work with a less de-
manding detectability assumption with replacing an ISS prop-
erty by a simpler stability property. If we were to cope also with
these disturbances, as in [17], in the detectability assumption,
we would come back to an ISS property and, in the output feed-
back design, we would replace the propagation of the L2-ISS
property by the propagation of the ISS property with a gain as-
signment, a technique introduced in [30].

Also if we compare Theorems 1 and 4, we see that, for the
former, the stabilizability assumption SD-S is more restrictive
(strict feedback form) but the detectability assumption SD-D is
weaker. However, if we succeed in proving that the procedure
of Freeman and Kokotovié¢ proposed in [11] extends to the case
of SD-S’, then Theorem 1 would give a less restrictive result.
Nevertheless, even in this case, Theorem 4 will remain very in-
teresting since the design part of the state feedback is much sim-
pler compared with what can be expected to be obtained from
[11].

V. EXAMPLES

Example 1: Consider the system in R?

S 2,2
{z— z+2yz (44)

y=u—2z°.

We have the following.
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1) With the following reduced-order observer:

3 3
s Y S Y 2
Z=w 3 w w—|—3+yu

we obtain
1, 2, L., s 5 2 _ (2 4
5(2_2) +Z(Z_Z) =—(2-2)0"—-(2-2) (45)

To follow the dynamics error approach, we have to write
the dynamics of Z and y in such a way that the corre-
sponding correction term is an L? function along the so-
lutions. To do this here we decompose % and ¢ as

(. _ 3)2
2=—249y282+ o (1 22)<(2 Z))
N~ —— Z—Z
K.(y) m(z,y) T
e(z,z
_3\2
g=u—224+(1 22)(<Z ZA) )
N—— z—z
m(zy) S~

\ e(z,2)

According to the discussion following (30), the correction
term is identified as being . With (45), we see it is an L?
function along the solutions. This proves that the (modi-
fied) detectability assumption DE-S2 of the dynamics error
approach is satisfied.

2) For any function ¢, any z > 2, and d., we have, for all
d, > 1

2

=2+ (.(2+d.))22% +dy2® > =27

| =

Hence the stabilizability assumptions SD-S and SD-S’ are
not satisfied. Hence only the dynamics error approach can
be considered.

3) Withy = ¢.(2) = 0,and V,(2) = (1/2)22, we have:
AT 54 2222 2 o [ D
o[- 2§

= —2V.(2)

V(2 dq, do).

So the (modified) stabilizability assumptions DE-S2 of the
dynamics error approach is satisfied.
From the above and by applying Lemma 1, we can conclude that
the output feedback
3
W= —w+ ‘% + y%u.

) y?
zZ=wW— —

3
u=—y+ 3> -y — (y+ 922 (1 +45?)

is globally asymptotically stabilizing.
Example 2: Consider the system (see [7, Ex. 2])

s 3
{2_32—1—22 +y 46)

y=z4+23+u
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We have the following.
1) From the inequality

d d
sign(e.) <E[3Z +22%] — 4E[z + 23]> e,

d
<_ _ 3
< \dz[wz] e-|

we conclude that the inequalities (8) and (33) are satisfied
with P = 1, v = 0, and K = 4. Hence the detectability
assumptions SD-D of the state disturbance approach and
the detectability assumption DE-D1 of the dynamics error
approach in the L'-case are satisfied.

2) The z dynamics are in strict feedback form, thus the sta-
bilizability assumption SD-S of the state disturbance ap-
proach is satisfied. Also with

V.(2)=vV14+22 -1

$-(3) = —45 — 233,

we get

ov 2
—(2)[32+28° + ¢.(2) +d] < ———— +d|.
5y B2 +22° 4+ 6:.(8) +d) < — =5 +d

This proves that the stabilizability assumption DE-S1 of the
dynamics error approach is satisfied also.
From the above, and by applying Lemma 2, for instance, we can
conclude that the output feedback

w=—2—-28 —du+y,
z2=w+4y,
u=—2—2—(4+622)(32+ 223 +v)
B
+r(y, ) [ —42 — 223 —y — 24|1 + 23 —)
o ( R e
where r(y,2) = 1+ (1/2)(y + 42 + 22%)? is globally asymp-
totically stabilizing.
Example 3: Consider the system (see [29]):

T1=To+u
Zi?QZf(iﬂl)-l-ZEg—u

i3 = —f(21)

y=x

(47)

where f is a C* function such that f(0) = 0 and f’(0) # 0.
This system (47) is of the form studied by Marino and Tomei
in [21]. But it is proved in [3] that the assumptions of [21] are
not satisfied if f possesses another zero not at the origin.
To be within the framework of this paper, we rewrite the dy-
namics of (47) as

Z1=z21—Y
Zy = —f(y)
y=z—2—-ytu
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We have
* From the inequalities

sign(2e., —3e.,)(2 —3)
(0 0)-(3)u ]
22 = —2|2¢., — 3e., |
s<igr11(e>z6 - _Zezzé(l —f)
(0 0)-(3)u ]
() == tee 2.

|621 - 622| < |26Z1 - 36Z2| + |26Z2 - ezl|

we conclude that the inequality (33) is satisfied with P =
(_23)7 vy = (_12), and K = (g) Hence the
detectability assumption DE-D1 of the dynamics error ap-

proach in the L'-case is satisfied.
e Leta, 0, and § be the real number and functions defined as

0./ v =

1

2 (2 max|,|<3 |f”(5)|)2

"
2
mae |7 (221 + )|

8(z1,8) = V2a|f(221) + f'(221)s — f(221 + ).

o(z1) =

Let also k be a G2, positive-definite and proper functions
whose derivative is nondecreasing and satisfies

2z
K (z1)] > max{\/%|z1|a(zl), f\(/%) } .8
Since f is C?%, we have V|s| < 1
2 J
5(21,5) < V2a0(21)s < 21k’ (21)

2 2

V1 < |Zl|7
2

<3 V]z| < 1. (49)

Now, inspired by a forwarding technique (see [25]), we
consider Vp., the C?, positive-definite and proper function
defined as

VOZ(Zl,ZQ) = k(Zl) +2 <”1 + %CQZ - 1)

where
CZ = (Zz — B @CLS) .
0

S
With (49) and

Y =¢.(21,22) =221+ s
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where s in (—1,1) is

s = 2 arctan | K(z1) - ——2— <—f’(221)+—f (2'20)

" Jisa 4

we get

—_— . )
Vo: (21, 22) < —z1k'(21) — 57 4+ 6(21, 5)
21k (z1) + 82

< _
- 2
Also, with (48), we have
A%
‘ (21,22)| < V2a, (21, 22)
822
A% 2
‘ B (o1, 20)| < (o) + vEa | £222)
821 Z1
< 21K (21)], V(z1,22): 1< 2]
S b, V(Zl,ZQ) : |Zl| S 1

where b = max|.,|<1{|F'(21)] + V2a(f(221)/21)}. Let
?: Ry — R, beaC? and proper function which is zero
at zero, has a strictly positive derivative and satisfies

Uk(z1)) = |z1| Vz1:1<|21)-

So, finally we define a function V. as

V. (21, 22) = £(Voz (21, 22))-

It is C?, positive-definite and proper with a bounded gra-
dient. For instance, ¢’ being nonincreasing on [k(1), +00),
we have

(21, Zz) S 26/(V0z(21, 22))]{2/(21)

ov:
82’1

<2 (k(21))k (21) <2 VY(z1,22) : 1 < |zq]

< bl (Voo (21,22)) < b ‘m‘a<xl V(k(z1))

V(z1,22) : |21] < 1.

Hence, with V, and ¢, defined abovethe stabilizability as-
sumption DE-S1 of the dynamics error approach is satis-
fied.
With Theorem 3, we conclude that there exists a globally asymp-
totically stabilizing output feedback.
Example 4: Consider the system

2=224y
y:y2+237
o = u+ 223 + 22 + 22.

(50)

We have the following.
1) Suppose there exists a reduced order observer which satis-
fies the detectability assumption DE-D2 of the dynamics
error approach in the L?-case. Then we have three real
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numbers (p, ¢, ) and two functions K, and K5 such that,
for each (e, es, 2,y), we get
P q
( €z q

(o 5oz o) - (K)o 1)

62)

When e; = 0, this gives

924 4+ q(622 4+ 22 + 2 — 3Ky(y)2%)
+p(22 — 3K, (y)2%) <0 Y(z,y).
For any given y, the left hand side of this inequality goes
to +oo when z goes to infinity, which is impossible. This
proves that the detectability assumption DE-D2 of the dy-

namics error approach in the L?-case cannot be satisfied.
2) From the following inequalities:

sign(e,)(1 0)

(62 e 0)-(5) 02 1)
(=)
—(32% — 22 + 1)e[sign(e) (e: — e2)

—(32% =2z + 1)]e.||e~ — ea]
sign(e, —e2)(1 —1)

(6 55z o)~ (5) e 0]
(=)

1 1 1
5[322% + ez < 5(322 + Dle.| + §|€z — e

IN

= —2le, — ey

< (32’2 —2z 4 1)|es| + |ex — e2]

we conclude that the inequality (33) is satisfied with P =

1 1 1

0, v = (0)7 U2 = (_1) and K = (3)

detectability assumption DE-D1 of the dynamics error ap-
proach in the L!-case is satisfied.

3) With V,(2) = V1 + 22 — 1 and ¢.(2) = —2% — 2 we get

Ve ) [+ 6u(2) + d] < 2

. Hence the

i + |d|.
It follows that the stabilizability assumption DE-S1 of the
dynamics error approach in the I!-case is satisfied.
With Theorem 3, we conclude that there exists a globally
asymptotically stabilizing output feedback.
VI. CONCLUSION
We have investigated the problem of global asymptotic stabi-
lization by output feedback for systems whose dynamics admit
a strict normal form. By rephrasing and formalizing already
known approaches we have been able to introduce several sets
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of assumptions that allow us to design an output feedback. As
in the results given by Karagiannis, Jiang, Ortega and Astolfi
in [17], and Marino and Tomei in [21] no minimum-phase as-
sumptions are required but instead we ask for stabilizability by
a state control of the inverse dynamics with various robustness
properties depending on what can be achieved with a reduced
order observer.

APPENDIX
PROPAGATION OF THE LP-ISS PROPERTY THROUGH A CHAIN
OF INTEGRATORS

We consider a system in the form :

{fE& = f(z1,22) + K1 (21, 22)d;

. 51
To = 0,(.17171172)’11, + b(il?l,wg) + Kg(&?l,wg)dz. D

where z1 is in R™, 25 isin R, w is in R, d; is in R™, ds in R,
a(x1,x) is strictly positive and the functions f, K4, and Ko
are as many times differentiable as needed below.

Lemma 1: (L?-1SS propagation): Suppose there exist a
C9%1, positive-definite and proper function Vi : R™* — R, , a
C9t1 function ¢, : R™ — R, and a positive-definite contin-
uous function a; : R™* — R such that, along the solutions of
(51), we have

1 \ 2
Vi(z1) < —ai(zy) + |di|"V(z1, 22, d1) :© 2 = $1(z1).

Then, there exists a C', positive-definite and proper function
Vo : R+l — R,, a C? function ¢ : R+l — R, and a
positive-definite continuous function az : R™ 1 — R, such
that, along the solutions of (51), we get

— N 2 2
Vao(xy,w2) < —ag(@1,22) + |di|* + |da]

V(wy, w2, dy,do,u) @ u= $a(wy,w2).

This result is well known. See [15], [30], [1] for a proof.
Lemma 2: (L*-ISS propagation): Suppose the function K
does not depend on x, and there exist a continuous function
M : R™ — R,, a C9T, positive-definite and proper function
Vi : R — Ry, a 09! function ¢; : R — R, and a
positive-definite continuous function a; : R™* — R satisfying

|Ka(21, 22)] < M(z1) (14 |22]). (52)

and, along the solutions of (51)

—
Vi(z1) < —ai(z1) + |di|V(z1, 22, d1) : 22 = p1(z1).

Then, there exist a C'9, positive-definite and proper function V5 :
R™:+! — R, a C7 function ¢ : R"**! — R, and a positive-
definite continuous function ap : R™ T — R, such that, along
the solutions of (51), we get

—

Va(@y,22) < —ap(w1, 2) + [di| + [da]

V(w1 w2, dy,do,u) @ u= ¢a(x1,22)

Proof: We follow here a suggestion of Frederic Mazenc
who used a very similar argument in his dissertation [24, eq.
(2.412)].
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As the function V7 is proper, we can find a C? and increasing ~ Furthermore, from (53), (56) and (57), and from the fact that &’

function &’ : Ry — Ry satisfying for all z; in R™ is an increasing function, we get
KV (a0)) > max §1, | 92 ) By o) : (1
T1)) 2 maAx L g R my (a1, w2) < 2K (Vi(ar)) < 2K (k7 (W (w1, 22)))
1 o) < |22 = ¢1(z1))] M
FMG+ b)) | 6 ma(o) € T ey )
- (1+ a2 — da(an)| + [ (1))
Let W : R™ x R — R be the C'%, positive-definite and proper < M(z1)(3 + |¢1(z1)])

function defined as < W (Vi (1)) < Zk'(kfl(W(xl,xg))).

1
W (z1,22) = k(Vi(z1)) + log <1 + 5(:1:2 - ¢(x1))2> Thus, we have
w( | ) < =K (Vi(a1)au (21) = (w2 — du(21))?
where k is the C9t! and proper function defined as T1,12) = 1{T))en{re T2 1T
, +2K' (K71 (W (w1, 22)))(|da| + |dz]).-
k(s) = K (u)d Vs € Ry. 54
() ,/0 (u)du, Vs € Ry (54) By taking, Va(x1,2z2) = £(W (z1,x2)) where £ is the C'? and
proper function defined as /(s) = (1/2)k~1(s), we obtain fi-
By differentiating W along the solutions of (51), we get nally
—
Wirrs) € —K(Vi(en)oa o) ) € SETL )
K (Vi(z1))aq(z1) + (z2 — ¢1(x
+m1(a:1,:1:2)|d1|+m2(:171,x2)|d2| [ ( 1( 1)) 1( 1) ( 2 ¢l( 1)) ]
+ [di| + |dal-
+ (22 = ¢1(21)) [p(21, 22) + q(21, 22)u]  (55)
|
where my : R™ xR and ms : R™ xR are continuous functions,
and p : R™ x R is a C'? function defined as REFERENCES
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