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Abstract— In this paper we consider the problem of esti-
mating amplitude, phase and frequency of a pure sinusoid
following the nonlinear observer theory presented in [7] and
[1]. We show how the estimation can be carried out by
processing, through a static nonlinear function, the state of
an Hurwitz system of suitable dimension. Simulation results
are also presented showing the effectiveness of the method
also in presence of high frequency noise superimposed to the
estimated sinusoid.

I. I NTRODUCTION

This paper deals with the problem of asymptotically
estimating amplitude, frequency and phase of a sinusoidal
signal by adopting the theory of observers proposed in
[7] and further investigated in [1] (see also [8] and [6]).
The theory in question leads to an observer which is given
by a linear Hurwitz system of suitable dimension whose
state is processed by a nonlinear map to yield the desired
estimates.

The problem of frequency, amplitude and phase esti-
mation of a sinusoidal signal has attracted a remarkable
research attention in the past and current literature (see
[9]). The reasons of this interest rely on several engineering
applications where an effective and robust solution to this
problem is crucial. To mention few, it is worth mentioning
problems of harmonic disturbance compensation in au-
tomatic control, design of phase-looked loop circuits in
telecommunication, adaptive filtering in signal processing,
etc.

In [3] the authors propose an adaptive notch filter for
global estimation of the frequency of a sinusoidal signal.
The problem can also be addressed by means of classical
adaptive control techniques as, e.g., in[5], [4]. This is
motivated by the fact that a signal consisting of a finite sum
of sinusoids with unknown frequencies can be thought as
generated by the output of a linear system with uncertain
parameters. In this framework, the problem of estimation
of frequencies can be cast as problem of parameters esti-
mation and, as expected, the theory of adaptive observers
can be successfully proposed as a tool. Recently, in [2], a
global dynamic estimator of frequency and amplitude of
a single sinusoidal signal has been presented. As shown
by the author, the proposed solution can be cast in terms
of adaptive observers and it is potentially very sensitive to
measurement noise. To reduce noise sensitivity, in [2] an
higher order estimator making use of filtered variables is
proposed.

The goal of this paper is to suggest a further contribution
to this rich scenario by showing how to solve the problem
at hand through the observer’s theory proposed in [7] (see

also [1]). In this method the observer is given by a mem-
oryless transformation of the state of an Hurwitz system
driven by the measured signal. The apparent advantage in
pursuing this strategy is that the Hurwitz system is able
to filter the effect of measurement noise by thus show-
ing certain robustness features to high-frequency additive
disturbances. In this paper these robustness features are
exhibited by simulation investigation. The proposed results
represent only preliminary achievements which must be
improved in several directions. First of all the proposed
method is inherently limited to the estimation of a single
sinusoid. In this respect future attempts will be directed to
identify a possible interconnection of elementary units of
the kind presented in this paper to estimate periodic/quasi-
periodic signals given by the superimposition of different
harmonics. Furthermore the explicit observer form is given
under the assumption that the actual frequency lies within
a known (possibly large) compact set. Global frequency
estimation results are still missing and will be investigated
in the future. Finally the aforementioned robustness proper-
ties with respect to additive noise is not yet proved formally
but only supported by intuition and simulation results.
This is a further theoretical improvement, which will be
addressed in the future, involving the investigation of the
regularity properties of the memoryless output transforma-
tion which characterizes the proposed observer. Moreover,
because of the very simple structure of the system and the
many solutions proposed to solve the observation problem,
it could very well be that our observer is nothing but an
already available one (or a variation of it) but expressed
in a completely different way. A very deep and specific
analysis is needed to check this point.

The paper is organized as follows. In the next section
the nonlinear Luenberger observer theory as originally
proposed in [7] and refined in [1] is briefly recalled.
Section III presents the main result of the paper, namely
the explicit form of the observer in the case of amplitude,
phase and frequency estimation of a pure sinusoid. The
result is proved in Section IV while simulation results are
shown in Section V. Finally Section VI with final remarks
and future developments.

II. T HE NONLINEAR LUENBERGEROBSERVER

In this section we briefly review the structure of the
observer proposed in [1]. Given an observed system

ẋ = f(x) y = h(x) (1)



with statex ∈ R ⊆ Rn, and outputy ∈ R, the observer is
chosen as

ξ̇ = Fξ + Gy x̂ = γ(ξ) (2)

in which F is an Hurwitz matrix of suitable dimension
m ×m, (F,G) is a controllable pair,γ : Rm 7→ Rn is a
continuous map and̂x ∈ Rn represents an estimate ofx.
Following [1], the intuition behind this choice is to design
the mapγ(·) to be a left inverse of a continuous map
T : R 7→ Rm satisfying1

dT (x)
dx

f(x) = FT (x) + Gh(x) . (3)

As a matter of fact, it is easy to show that, ifT is any
map satisfying (3) for allx ∈ R, so long as the trajectory
of (1) exists and it is finite,

lim
t→∞

|ξ(t)− T (x(t))| = 0 .

Designing the mapγ so that it is uniformly continuous on
some open neighborhood of clT (R) and such that

γ ◦ T (x) = x ∀x ∈ R ,

it turns out that̂x asymptotically converges to the true state
x and (2) qualifies as a possible state observer.

The crucial result in this context (see [1]) is that ifm
– the dimension of the observer – is chosen sufficiently
large, and certainobservability conditionsare satisfied (see
[1] for more details), the mapT is injective and hence
possesses a left-inverse. The big practical obstacle, though,
in the design of such an observer is the actual construction
of the mapγ. This will be addressed in the next part of
the paper in the specific case system (1) is an uncertain
oscillator.

III. T HE RESULT

The main goal of the paper is use the approach of [1]
in the specific case in which the observed system (1) is a
system of the form

ẋ1 = −x2

ẋ2 = x3x1

ẋ3 = 0
y = x1

(4)

with statex := (x1, x2, x3) ∈ R3 and measured output
y ∈ R. The output of this system, generated from an initial
condition (x10, x20, x30) ∈ R3, is given by the sinusoidal
signaly(t) = A sin(ωt + Φ) with amplitude

A =
√

(x2
10x30 + x2

20)/x30 ,

frequency and phase respectively given by

ω =
√

x30 , Φ = tan−1(
√

x30x10/x20) .

1It turns out that a possible expression ofT satisfying (3) is given by

T (x) =

∫ 0

−∞
e−FsGh(ϕx(s, x))ds ,

in which ϕx(s, x) denotes the value of the trajectory of (1) at times
passing throughx at times = 0.

In this way, the problem of estimating amplitude, fre-
quency and phase of a sinusoidal signal can be translated
into the problem of state observation of the system (4).

According to the results sketched in the previous section,
we consider an observer of the form (2) in which(F, G)
are chosen as

F = −diag(λ1, λ2, . . . λm) G = (1, 1, . . . 1)

in which λi, i = 1, . . . , m are positive design parameters.
In this specific case the expression of the mapT satisfying
(3) can be proved to be

T (x) =
(

T1(x) T2(x) . . . Tm(x)
)T

(5)

in which

Ti : R3 → R i = 1, . . . , m

x 7→ λix1 + x2

λ2
i + x3

.
(6)

The result which will be proved in the paper is that the
mapT defined in (5)-(6) turns out to be injective on any
compact subset of the open set

O := {x ∈ R3 : x2
1 + x2

2 6= 0 , x3 > 0} (7)

provided thatm ≥ 4 and theλi’s are mutually distinct. It
is worth noting that the requirement thatx ∈ O, qualifying
as apersistence of excitation condition, represents, in this
specific setting, the required observability condition needed
to haveT (·) injective and, as a consequence, to design the
map γ(·). As far as the latter is concerned, the crucial
result which will be proved in the paper is that if the
initial condition of x3 is known to range in a bounded
set [x3, x̄3] with x3 and x̄3 arbitrary positive numbers,
and the dimensionm is chosen equal tom = 4, a possible
expression of the mapγ is given by

γ(ξ) =

{
Φ(ξ)−1LT(ξ)F 2ξ if ξ ∈ R4 \ {0}
γ0 if ξ = 0

(8)

in which γ0 is an arbitrary real number,

Φ(ξ) =
(
LT(ξ)L(ξ) + µ(ξ) I

)

L(ξ) =
(

λ 1 −ξ
)

with
λ =

(
λ1 λ2 λ3 λ4

)T

1 =
(

1 1 1 1
)T

,

I the 4× 4 identity matrix and

µ(ξ) = max{`|ξ|2 − 2|Mξ|2 , 0} (9)

with

M =




0 λ3 − λ4 λ4 − λ2 λ2 − λ3

λ4 − λ3 0 λ1 − λ4 λ3 − λ1

λ2 − λ4 λ4 − λ1 0 λ1 − λ2

λ3 − λ2 λ1 − λ3 λ2 − λ1 0


 .

and ` obtained by solving the following minimization
problem

` = inf
x∈Or: |T (x)|=1

|MT (x)|2 (10)



having denoted

Or =
{
x ∈ R3 : x2

1 + x2
2 6= 0 , x3 ∈ [x3 , x̄3]

}
. (11)

The mapγ so defined will be proved to be continuous on
R4 \ {0} and to satisfyγ ◦ T (x) = x for any x ∈ Or.
Thus, according to the previous discussion, the proposed
observer asymptotically estimates the state of (4) provided
that its initial condition is constrained on theinvariant set
R ⊂ Or defined as

R =
{
x ∈ R3 : r ≤ x2

1 + x2
2 ≤ R , x3 ∈ [x3 , x̄3]

}
.

with r, R arbitrary positive real numbers. Details regarding
the proof of this result are given in the next section.

IV. PROOF

To prove that the expression of the functionT is the
one given in (6), note that, being the dynamics of thei-th
a component ofξ given by

ξ̇i = −λi ξi + x1 , (12)

in view of the linearity inx1 andx2 of (4) and (12), the
Ti’s are linear in those variables, i.e.

Ti(x) = αi(x3) x1 + βi(x3)x2 .

Since, by (3),Ti must satisfy

Ṫi = −λi Ti + x1 ,

the auxiliary functionsαi andβi are solutions of

−x2 αi(x3) + x3 x1 βi(x3) =
−λi [αi(x3) x1 + βi(x3) x2] + x1

or equivalently

x3 βi(x3) = −λi αi(x3) + 1 ,

αi(x3) = λiβi(x3) ,

which, solved forαi andβi, yield (6).
We prove now that ifm ≥ 4 the mapx 7→ T =

(T1, . . . , Tn) is Lipschitz injective2 on any compact subset
of O defined in (7). For, letxa and xb be two points in
R3. We have

Ti(xa)− Ti(xb) =

[λ2
i + xb

3 ] [λix
a
1 + xa

2]− [λ2
i + xa

3] [λix
b
1 + xb

2 ]
[λ2

i + xb
3 ][λ2

i + xa
3]

yielding

T (xa)− T (xb) =
V v(xa

1, x
b
1 , xa

2, x
b
2 , xa

3, x
b
3)

[λ2
i + xb

3 ][λ2
i + xa

3]

2A function f : A → B on metric spacesA andB is said Lipschitz
injective if there exists a positive real numberL such that, for any pair
(a, b) in A, we have:

dA(a, b) ≤ L dB(f(a), f(b)).

where

v(xa
1, x

b
1 , xa

2, x
b
2 , xa

3, x
b
3) =




xa
1 − xb

1

xa
2 − xb

2

xb
3xa

1 − xa
3x

b
1

xb
3xa

2 − xa
3x

b
2




and whereV denotes theVandermonde matrix

V =




λ3
1 λ2

1 λ1 1
...

...
...

...
...

...
...

...
λ3

m λ2
m λm 1




.

Provided theλi’s are mutually distinct, this matrix is left
invertible for m ≥ 4. In this case, we have∣∣(VT V)−1VT [T (xa)− T (xb)]

∣∣ ≤
1√

λmin(VT V)−1

∣∣T (xa)− T (xb)
∣∣ .

On the other hand, the triangle inequality leads to

|xb
3xa

1 − xa
3x

b
1 | + |xa

3|+|xb
3 |

2 |xa
1 − xb

1 | ≥
|xa

1|+ |xb
1 |

2
|xb

3 − xa
3| .

yielding, for m ≥ 4 and mutually distinctλi’s,

|xa
1 − xb

1 | + |xa
2 − xb

2 | + c(xa
1, x

b
1 , xa

2, x
b
2) |xb

3 − xa
3|

≤ d(xa
3, x

b
3)

∣∣T (xa)− T (xb)
∣∣

where

c(xa
1, x

b
1 , xa

2, x
b
2) =

|xa
1|+ |xa

2|+ |xb
1 |+ |xb

2 |
2

d(xa
3, x

b
3) =

[
maxi |λi|2 + |xa

3|+|xb
3 |

2

]2 [
1 + |xa

3|+|xb
3 |

2

]
√

λmin(VT V)−1

This proves the desired result, namely that the functionT is
Lipschitz injective on any compact subset ofO. Note that
it is not Lipschitz-injective onO as its Lipschitz constant
would tend to infinity asx3 would go to infinity or(x1, x2)
would go to the origin.

We prove now that the mapξ 7→ γ(ξ) defined in (8)
represents a left inverse ofT onT (O). To this purpose note
that the problem of computing a left inverse ofT amounts,
given ξ = col(ξ1, ξ2, ξ3, ξ4), to find x = col(x1, x2, x3)
possibly solution of

ξi =
λix1 + x2

λ2
i + x3

i = 1, . . . , 4

or equivalently, asλ2
i + x3 > 0 onO,

ξi

(
λ2

i + x3

) − λix1 − x2 = 0 i = 1, . . . , 4 .

In compact form the previous set of equations rewrites as

L(ξ)x− F 2ξ = 0 . (13)

Lipschitz injectivity of the functionT guarantees that this
set of equations has a solution ifξ ∈ T (O). In particular



it turns out thatL(ξ) is left invertible onT (O) and the
solution of (13) is given by

x = (LT(ξ)L(ξ))−1LT(ξ)F 2ξ ξ ∈ T (O) .

To extend the solution outsideT (O), we look for a solution
of (13) in a mean square sense. Specifically, we look for
the vectorx̂ = col(x̂1, x̂2, x̂3) minimizing the function

J1 =
∣∣L(ξ)x̂− F 2ξ

∣∣2 + µ(ξ)x̂Tx̂

whereµ(·) is an arbitrary positive function satisfying

µ(ξ) = 0 ∀ξ ∈ T (O) (14)

designed to extend the solution outsideT (O). In particular,
as the minimizer is solution of

[
LT(ξ)L(ξ) + µ(ξ)I

]
x̂ = LT(ξ)F 2ξ (15)

we designµ(ξ) satisfying (14) so that the matrixΦ(ξ) =
LT(ξ)L(ξ) + µ(ξ)I is invertible for all ξ ∈ R4 \ {0}.
Indeed, in the next part of the proof, we prove that (9) is
a possible choice fulfilling the previous requirements. For,
we first note that the matrixL(ξ) is not left invertible,
namely LT(ξ)L(ξ) is singular, if and only ifξ satisfies
Mξ = 0.

Furthermore, in case detLT(ξ)L(ξ) = 0, namelyMξ =
0, then necessarily there exista andb such that

ξ = aλ + b1 .

With this and the definition (11) in mind, we show now
that if ξ is in T (Or) (i.e. satisfies (13)), a lower bound for
|Mξ|2 in the form`|ξ|2 with `, strictly positive, defined in
(10). To prove this claim, we first observe that (13) implies
(change(x1, x2) in (ax1, ax2) )

ξ ∈ T (Or) =⇒ aξ ∈ T (Or) ∀a .

Furthermore, from (10), we have

` ≤ |Mξ|2
|ξ|2 ∀ ξ ∈ T (Or) \ {0} .

For the sake of obtaining a contradiction, assume` = 0.
This implies the existence of a sequenceξn in T (Or) and
with unit norm such thatMξn goes to zero. The sequence
being in the unit sphere, it has an accumulation pointξ?

which, by continuity, satisfies|ξ?| = 1 andMξ? = 0. So
there exista andb and a sequencexn in Or such that we
have

ξ? = aλ + b1 , ξin =
λix1n + x2n

λ2
i + x3n

,

and, for anyε, we can findN such that for alln ≥ N , we
have ∑

i

|ξin − (aλi + b)|2 ≤ ε . (16)

Sincex3n is in [x3, x̄3] there is a finite accumulation point
x?

3 in this interval. In this case, for anyε > 0, there exists
n (large enough), such that we have

∑

i

∣∣∣∣
λi[x1n − ax?

3] + [x2n − bx?
3]− λ3

i a− λ2
i b

λ2
i + x?

3

∣∣∣∣
2

≤ 2ε .

(17)

Because theλi are mutually distinct, the left hand side is a
positive definite quadratic form in(x1n, x2n) with a unique
global minimizer. Because of the Vandermonde structure,
its global minimum can be smaller than2ε, with ε arbitrary
only if a = b = 0. ξ? having norm1, this leads to a
contradiction.

From this, we conclude that if|Mξ|2 is strictly smaller
than `|ξ|2, thenξ cannot be inT (Or). Hence, the choice
(9) satisfies (14) and yields a matrixΦ(ξ) which is positive
definite for allξ ∈ R4 \ {0}.

V. SIMULATION RESULTS

We have implemented the proposed observer in order
to check the reliability of the estimation in presence of
high frequency noise superimposed to a low frequency
pure sinusoid. The observer has been implemented with
the values ofλi set to λ1 = 1, λ2 = 2, λ3 = 3 and
λ4 = 4. It turns out that the bandwidth of the linear system
(F, G) is approximately1 rad/sec. The nonlinear output
map γ in (8) has been tuned with̀ = 5 according to
a trial and error procedure to satisfy (10). The observer
has been driven with a “low frequency” sinusoid with
amplitude 2 and frequency3 rad/sec perturbed with an
higher frequency harmonic with amplitude0.2 (10% of
the main amplitude) and frequency set to10 rad/sec,102

rad/sec and103 rad/sec in three subsequent experiments.
The high frequency components have been chosen to be
respectively1, 2 and 3 decades after the bandwidth of
the filter. Simulation results regarding the amplitude and
frequency estimation are shown respectively in figures
1,2,3 and figures 4,5,6 in the three different noise scenarios
described above. From these figures it can be noted that
the steady state estimation error is approximately10%,
1% and0.1% of the respective nominal values with mean
and standard deviation steady state values specified in the
caption of the figures.
In order to compare the performances of the proposed
observer with the ones of recently-proposed frequency
estimators, we have implemented the7th order adaptive
observer proposed in [2]. This adaptive observer is given
by the filters

ξ̇1 = −λξ1 + 3λy

ξ̇1 = −λξ1 − 2λy2 ,

introduced for measurement noise reduction, and by the
dynamics (of order5) described by

˙̂z1 = ẑ2 + ξTθ̂ + (1 + αλ)(λy2/2− ẑ1)
˙̂z2 = λξTθ̂ + α(λy2/2− ẑ1)
˙̂
θ = Γξ(λy2/2− ẑ1)

with Γ = diag(γ0, γ1, γ2) andγ0, γ1, γ2, λ andα positive
design parameters. The numerical values of the latters have
been chosen as proposed in the simulation section of [2].
The adaptive observers have been tested in the three noise
scenarios described above and the results (only regarding
the frequency estimation given by

√
θ̂3) are shown in

figures 7,8 and 9 below.



VI. CONCLUSIONS AND FUTURE DEVELOPMENTS

Following the observer theory pioneered in [7] and
developed in [1], we have presented a new observer for
an uncertain oscillator. We have shown how amplitude,
phase and frequency of a pure harmonic can be estimated
by a memoryless transformation of the steady state of an
Hurwitz system, of dimension at least4, driven by the esti-
mated signal. Simulation results showing the effectiveness
of the proposed method and its robustness with respect
to high frequency noise have been also presented. Future
developments will be mainly focused on extending the
proposed theory to estimate a multi-frequency signal and
to achieve global convergence in the frequency component.
Further attempts will be directed to rigorously characterize
the robustness of the proposed observer to high frequency
noise by comparing its properties with respect to the ones
of phase-looked loop circuits presented in literature.
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Fig. 1. Amplitude estimation in case of high frequency noise at10
rad/sec. The mean and standard deviation steady state values of the
estimate are respectively equal to1.9999 and0.0947.

Fig. 2. Amplitude estimation in case of high frequency noise at102

rad/sec. The mean and standard deviation steady state values of the
estimate are respectively equal to2.0 and0.0108.

Fig. 3. Amplitude estimation in case of high frequency noise at103

rad/sec. The mean and standard deviation steady state values of the
estimate are respectively equal to2.0 and0.0011.



Fig. 4. Frequency estimation in case of high frequency noise at10
rad/sec. The mean and standard deviation steady state values of the
estimate are respectively equal to2.9956 and0.1164.

Fig. 5. Frequency estimation in case of high frequency noise at102

rad/sec. The mean and standard deviation steady state values of the
estimate are respectively equal to3.0 and0.0142.

Fig. 6. Frequency estimation in case of high frequency noise at103

rad/sec. The mean and standard deviation steady state values of the
estimate are respectively equal to3.0 and0.0014.
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Fig. 7. 7th order adaptive observer described in [2]. Frequency
estimation in case of measurement noise at10 rad/sec. The mean and
standard deviation steady state values of the estimate are respectively
equal to2.6677 and0.8463.
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Fig. 8. 7th order adaptive observer described in [2]. Frequency
estimation in case of measurement noise at102 rad/sec. The mean and
standard deviation steady state values of the estimate are respectively
equal to3.7028 and1.1004.
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Fig. 9. 7th order adaptive observer described in [2]. Frequency
estimation in case of measurement noise at103 rad/sec. The mean and
standard deviation steady state values of the estimate are respectively
equal to2.8141 and0.5285.


