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Abstract— The paper addresses the rehabilitation of disabled
patients using a lower-limb fully-actuated exoskeleton. We
propose a novel numerical method to replan the current step
without jeopardizing stability. Stability is evaluated in the light
of a simple linear time-invariant surrogate model. The method’s
core is the analysis of an input-constrained optimal control
problem with state specified at an unspecified terminal time. A
detailed study of the extremals given by Pontryagin Maximum
Principle is sufficient to characterize its feasibility. This allows
a fast replanning strategy. The efficiency of the numerical
algorithm (resolution time below 1 ms) yields responsiveness to
the patient’s request. Realistic simulations on a full-body model
of the patient-exoskeleton system stress that cases of practical
interest for physiotherapists are well-addressed.

I. INTRODUCTION

Exoskeletons have been proposed for various tasks since
the 1970s [1], [2]. In particular, lower-limb exoskeletons are
now being developed for gait rehabilitation [3]. Various ex-
oskeleton technologies are being considered such as ground-
tethered [4]–[6], crutches-aided [7]–[10], or self-balancing
exoskeletons as in the fully-actuated exoskeleton Atalante by
Wandercraft [11]. In the latter case, stability during walking
is achieved by closed-loop controllers.

Rehabilitation is a task of high medical interest during
which the patient cooperates with the actuators of the ex-
oskeleton (also referred to as robot) and provides a sub-
stantial part of the mechanical effort. This has a strong
therapeutic effect as it allows to train lost body functions. The
degree of effort sharing can be tuned by a physiotherapist,
according to the patient capabilities and desired level of
training. In a self-balancing exoskeleton, the patient is guided
by low and high-level controllers, in charge of stabilization
tasks, maintaining the system in the vicinity of pre-defined
geometric paths corresponding to nominal walking gaits.
Instead of being traveled at their nominal velocity, the
duration of each step of the gait can be freely adjusted
to reward the patient’s efforts. However, this adjustment is
not an easy task. Using a simple time scaling to change
the velocity at which the step is executed may result in an
unstable walking gait. Experimentally, it is observed that the
robot often falls if the velocity is kept below some threshold
for a sufficient time.

At nominal velocity, stability of trajectories is ensured by
the carefully tuned low and high-level controllers mentioned
above. A point worth noticing is that, for the actuation
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Fig. 1. A patient walks using an Atalante exoskeleton under the guidance
of a physiotherapist during a rehabilitation exercice.

to have the desired effect on the system, the trajectory’s
Center of Pressure must lie inside the support polygon.
By design, this condition holds at all times when nominal
velocity is used. However, when the system trajectory is
accelerated or slowed down by too large factors, an inverse
dynamics calculus reveals that the Center of Pressure leaves
the support polygon by large amounts. This is the root
cause of the observed instability. To address this issue, two
natural ideas come to mind. The first one is to generate a
large library of trajectories, offline, corresponding to a wide
variety of step durations. While doable in principle, it would
require particularly extensive efforts to cover all the cases
when the step duration request is frequently updated by the
patient. Another approach, advocated in this article, is to
develop a fast trajectory replanning methodology to be used
online. This is a more flexible approach, able to deal with
various experimental conditions and patients’ morphologies.
The various available methods reported in [15], [16], [18],
[19] have too heavy computational burdens, which discards
them from high-frequency online implementation on-board
Atalante.

To ensure rapidity and responsiveness in real-time, we
rely on a simple surrogate model of the system. Following
e.g. [12], we approximate the patient-robot dynamics with a
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Linear Inverted Pendulum (LIP) model. This model involves
only two (vector) variables: the Center of Pressure and the
Center of Mass. The model is particularly insightful from a
stability perspective. It is usually considered (see e.g. [13])
that as long as there exists a controlled trajectory s.t.: i) the
LIP Center of Pressure remains inside the support polygon
at all times, ii) the LIP terminal condition of the nominal
trajectory is reached, then the robot controllers successfully
achieve the trajectory tracking and are able to start a new
step after the current one. These conditions guarantee the
long-term stability of the walk hence, the patient’s safety.

In this article, a trajectory satisfying these assumptions is
said to be feasible. Because the robot is essentially behaving
like an inverted pendulum subjected to gravity and controlled
with inputs that are heavily constrained, the existence of a
feasible trajectory depends on the time interval it is defined
on. Thus, not all the user’s requests (taking the form of a
desired duration) can be considered as valid. Existence of
feasible trajectories can be assessed by solving a constrained
optimal control problem (OCP) of the LIP model. If the
time specified by the user yields a feasible solution, then the
step can be achieved with this duration. If not, the duration
should be adjusted. Mathematically, the OCP to be resolved
is an input-constrained OCP for Linear Time-Invariant (LTI)
dynamics with state specified at an unspecified terminal time.

This is a classical problem which can be solved using
a non-linear programming (NLP) approach, for instance
using direct collocation, e.g. [14]. Significant progress has
been made toward solving similar problems using either
reduced [15]–[17] or full [18], [19] robot models, e.g. Using
state-of-the-art numerical solvers, it is possible to solve
our problem, having an unspecified terminal time, every
10 ms with a good level of accuracy on custom embedded
hardware. Despite being fast, this level of performance is
considered insufficient for the Atalante rehabilitation use-
case. The primary cause for criticism is the perceived lack
of reactiveness to the patient’s efforts. In this paper, we show
how to speed up these computations by a factor of 10. We
exploit a mathematical property of the constraints to recast
the NLP as a cascade of two optimization problems, using a
bisection on Quadratic Programs (QP).

The main outcome of the article is a bisection algorithm
on QP feasibility functions, which takes as argument the
desired duration of the step requested by the patient and
outputs the optimal feasible velocity granting safe execution
of the step. The CoM trajectory is a readily obtained by-
product of the proposed algorithm. It is grounded on a formal
result describing the feasibility of the LIP trajectories. An
optimization algorithm has already been proposed in [20]
for solving bi-level problems with quadratic lower levels, but
without any guarantee of finding the global optima. Here, in
the case of the LIP, we provide the proof that the problem
has at most one local optimum additionally to the global
one, in theory. We numerically check that there is actually
none in our 2D use-case. In addition, we provide a simpler
algorithm to find the optimal solution, using bisection, which
leverages the 1D nature of our higher-level objective.

The paper is organized as follows. In Section II, we present
the LIP model and the replanning OCP. The nature of the
set of feasible trajectories is studied in Section III, and
the main Theorem 1 is formulated. Using a detailed phase
space analysis and Pontryagin Maximum Principle (PMP),
we prove Theorem 1 in Section IV. Theorem 1 states that
the set of feasible terminal times is either an interval of
R+, or the reunion of two intervals of R+. This result
is instrumental in the design of our numerical resolution
method. In Section V, we propose a bisection method to
solve cases of practical interest for physiotherapists. The nu-
merical algorithm is tested on a scenario of a highly varying
user demand taking the form of strongly varying velocity
along the gait (with variations over 50%). The resolution
time is below 1ms, which stresses the responsiveness to
the patient inputs. Finally, in Section VI, this methodology
is tested on a high-fidelity full-body simulator. Extensive
numerical experiments serve to determine the performance
of this novel approach and its limitations. They also stress
the representativeness of the LIP model. Fall only occurs at
extremely high velocities or prolonged periods of near-zero
velocity. Thanks to our algorithm, the fall rate drops from
30% (when using naive time scaling) to only 8%.

II. LIP MODEL AND FEASIBILITY

The Linear Inverted Pendulum (LIP) reduced model of the
patient-robot system is presented below, along with a fixed-
time OCP. It enables us to formulate a rehabilitation task as
an optimization problem.

A. The LIP model: a reduced model of the exoskeleton

The LIP model is a low-dimensional control model com-
monly considered in the robotics community. The main
assumptions necessary for its construction are briefly stated
below, and follow [21]. Consider the robot depicted in Fig. 1,
seen as a rigid body of mass m on a horizontal ground.
Newton’s second law writes m(c̈+ g) =

∑
i fi with c ∈ R3

the position of its Center of Mass (CoM), g the gravity
vector, and fi the contact forces. Euler’s equation, with
respect to the CoM, writes L̇ =

∑
i(pi − c) × fi with L

the angular momentum of the whole robot with respect to
its CoM, pi the point of application of fi, and × the cross-
product of R3. Then,

mc× (c̈+ g) + L̇

m(c̈z + gz)
= p (1)

with p ≜
∑

px,y
i fz

i∑
fz
i

the Center of Pressure (CoP). Following
the admittance paradigm [24], this variable can be controlled,
and we note it u = p from now on to designate it as an
input to the controlled dynamics. Assuming the CoM has
no vertical motion (c̈z = 0), and the angular momentum is
constant (L̇ = 0), Eq. (1) simplifies into the LIP model

c̈x,y = ω2(cx,y − ux,y) (2)

with ω =
√

g
cz . As x and y dynamics of the LIP model are

decoupled, .x,y notations will be omitted for the rest of this
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paper, and we consider the single dimensional second-order
dynamics

c̈ = ω2(c− u) with c ∈ R. (3)

We perform the following change of coordinates to diago-
nalize the state equations above with x1 = ξ ≜ c+ ċ

ω , x2 =
ξ−2c = −c+ ċ

ω , where ξ denotes the Divergent Component
of Motion (DCM). Then, Eq. (3) takes the diagonal form
ẋ ≜ Ax+Bu with{

ẋ1 = ω(x1 − u)

ẋ2 = ω(−x2 − u)
(4)

The solution of Eq. (4) with input u, from the initial
condition x0 ∈ R2 is denoted xu.

B. Optimal control problem (OCP) and feasibility criterion

Below, we propose a feasibility criterion for step durations
as the existence of a solution to an OCP. By definition, the
CoP belongs to the convex hull of all the contact points,
also called the Support polygon Sp. Therefore, in Eq. (3), u
belongs to Sp.

In the following1, we restrict ourselves to a fixed set Sp.
Further, it is assumed to be of rectangular form, so that
u ∈ U ≜ [um, uM ] with um < uM . This allows to cover
scenarios of replanning until the end of the current step. By
definition, Sp corresponds to the support foot.

To guarantee the long-term stability of the walk, a punctual
final constraint is introduced x(T ) = xf ∈ R2, with T > 0
the optimization horizon.

Definition. Consider the set of admissible controls
Uad(T ) ≜ {u s.t. ∀t ∈ [0, T ], u(t) ∈ U}. A duration T is
feasible if

Ω(x0, xf , T ) ≜
{
u ∈ Uad(T ), x

u(0) = x0, xu(T ) = xf
}

is not empty.

We denote T (x0, xf ), or T for brevity purposes, the set
of feasible times T (x0, xf ) ≜ {T > 0, Ω(x0, xf , T ) ̸= ∅}.

C. Rehabilitation and problem statement

During rehabilitation, the patient specifies a desired step
duration2 T t. We propose to solve the following cascaded
optimization problems3, which aims at satisfying this request
while ensuring safety.

Problem (Replanning over an unspecified horizon). Given
x0, xf and T t, find T ∗ and u∗ as

T ∗ = argmin
T∈T (x0,xf )

|T − T t| (5)

u∗ = argmin
u∈Ω(x0,xf ,T∗)

∫ T∗

0

u2dt (6)

1In principle, Sp depends on future decision variables and changes as
the contact changes.

2The actual process by which the patient specifies this parameter is out-
of-the-scope of the paper. We refer the interested reader to [22].

3The presented quadratic cost function can be easily changed to incorpo-
rate extra tuning parameters to affect performance, without loss of generality.

For a given T s.t. Ω(x0, xf , T ) ̸= ∅, determining u∗

in Eq. (6) is a fixed horizon input constrained LTI problem,
which can be readily solved numerically because it is convex.
A more challenging point is the description of the set T
constraining Eq. (5). It is the subject of the following section
where we perform an analysis of the trajectories of Eq. (3)
in the phase plane to characterize the nature of T , and derive
our main result.

III. PHASE SPACE ANALYSIS AND MAIN RESULT

Below, we study the solutions of minimal and maximal
time OCPs. This study stresses the role of several regions in
the phase plane being key in the reachability of a target xf

from an initial condition x0.
Then, we state our main result Theorem 1. Its proof is

provided in the next section.

A. Definitions

A piecewise constant control input u having N steps
over an interval [0, tf ] is defined using a finite (irreducible)
partition 0 < d1 < d2 + d1 < ... < dn + ... + d1 = tf
with u taking values only in {um, uM}. For convenience, it
is described by its first value and the durations, e.g. for 3
steps of respective durations d1, d2, d3 starting with um, a
sequence (um, d1, d2, d3) = seq 7→ u gives u(t) = um for
0 ≤ t < d1, u(t) = uM for d1 ≤ t < d2 + d1, u(t) = um
for d2 + d1 ≤ t < d3 + d2 + d1. For any initial condition
x0, and any seq defining a control u as detailed above, over
τ ∈ [0, tf ] we note the solution xseq ≜ xu of the differential
equation ẋ = Ax+Bu which is

ϕ(x0, seq, τ) ≜ xseq(τ) = eAτx0 +

∫ τ

0

eA(τ−s)Bu(s)ds

By extension, we define ϕ(xf , seq,−τ) ≜ e−Aτxf −∫ τ

0
e−A(τ−s)Bu(T − s)ds.

We define several subsets of R2 as follows D ≜
{(x1, x2), x2 = −x1}, D+ ≜ {(x1, x2), x2 > −x1},
D− ≜ {(x1, x2), x2 < −x1}, and U−

m ≜ {(x1, x2), x1 <
um}, U+

m ≜ {(x1, x2), x1 > um}, with the same notations
for UM . Finally, we define two open double cones CM ≜
{D+∩U−

M}∪{D−∩U+
M}, Cm ≜ {D−∩U+

m}∪{D+∩U−
m}.

Zero-order hold of u for a duration d = t2 − t1 yields the
solution

xu(t2) =

(
eωd 0
0 e−ωd

)
xu(t1) +

(
1− eωd

e−ωd − 1

)
u (7)

For all vectors variables a subscript 1 or 2 indicates the first
or second coordinate.

B. Preliminary results on optimal trajectories and phase
portrait

Lemma 1. For all (x0, xf ) ∈ R4 and T > 0, if there
exists a solution u ∈ Ω(x0, xf , T ), then a minimum time
solution (noted umin) always exists and, when the set T
is upper-bounded, a maximum time solution (noted umax)
exists. They are global optima.
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Proof. Eq. (4) is linear, and Uad is compact and convex,
hence, when a solution u ∈ Ω(x0, xf , T ) exists, a minimum
time solution umin exists from [23, Theorem 4.3].

When the set T is upper-bounded, we note T its supre-
mum. Given a sequence (Tk, uk) s.t. limk→∞ Tk = T , con-
sider the sequence (T , ũk) of prolonged uk on [Tk, T ] by the
null function, then the proof provided in [23, Theorem 4.3]
is straightforwardly extended to the ũk sequence, yielding
the existence of umax. Hence, T is maximum.

We denote

(Tmin, umin) ≜ argminT,

u ∈ Ω(x0, xf , T > 0)

(Tmax, umax) ≜ argmin−T
u ∈ Ω(x0, xf , T > 0)

(8)

C. Main result

Theorem 1 (Description of T ). The set of feasible times T
is either empty, or of the form [Tmin, Tmax], or of the form
[Tmin,+∞[, or of the form [Tmin, A] ∪ [B,+∞[, A < B.

Theorem 1 is instrumental for numerically solving Eq. (5).
Knowing that T is composed of one or two intervals, the
solution is simply the projection of T t onto them. As detailed
in Section V, T is composed of a single interval in our
practical case, therefore the projection is readily obtained by
a bisection method applied to the feasibility function of a
quadratic program.

IV. PROOF OF THEOREM 1
Below, we first exhibit in Section IV-A particular regions

of the phase portrait which serve to organize the proof. We
study the boundedness of T in Section IV-B, then assess its
convexity properties in Section IV-C and Section IV-D.

A. Regions of interest in the phase portrait

Lemma 2. The solution umin is bang-bang, i.e. takes only
values in {um, uM}, with a maximum number of one switch.
The same property holds for umax when it exists.

Proof. Consider the Hamiltonian H(t, λ0, λ, x, u) = µ +
λ(t)(Ax + Bu). Using the PMP, the adjoint equation and
solution write λ̇ = −∂H

∂x = −λ(t)A, λ(t) = λ0e−At

and the switching function is Γ(t) = λB = λ0e−AtB =

−ωλ0
(
e−ωt eωt

)T
. If λ01λ02 < 0, then there exists a

unique switching time 1
2ω log(−λ0

1

λ0
2
) for which Γ changes

sign. Otherwise, Γ has a constant sign. This concludes the
proof for umin. The proof regarding umax is identical.

Lemma 2 highlights the importance of the phase portrait
in Fig. 2 corresponding to constant control values um and
uM . It is split into nine open regions, some of them being
open semi-infinite strips, whose boundaries are the trajecto-
ries passing through the equilibrium points for um and uM .
We denote each region Ri, i = 1, ..., 9. Also, we will note
Rijk... ≜ Ri ∪ Rj ∪ Rk ∪ ... for any number of indexes.
Notice two interesting properties: i) the locus of intersecting
parallel arcs is D and ii) the subsets R147 and R369 are
positively invariant under the controlled flow.

Fig. 2. Phase diagram for Eq. (4) with um = −1 (red) and uM = 2
(blue). Cm covers R1 ∩ D+, R5 ∩ D−, R9 ∩ D− and R8. CM covers
R1 ∩ D+, R5 ∩ D+, R9 ∩ D− and R2.

Next, the following result states that in the cone Cm (resp.
CM ), the flow corresponding to um (resp. uM ) reaches a
point symmetric to the initial condition with respect to the
line D. This property is instrumental in the proof.

Lemma 3. For all x in the double cones Cm ∪CM , we have
ϕ(x, u, f(x, u)) = Sx with f(x, u) ≜ 1

ω log(u+x2

u−x1
), S =(

0 −1
−1 0

)
, u = um if x ∈ Cm, and u = uM otherwise.

Proof. In the double cones Cm and CM , f is well-defined as
a function of its arguments. A direct calculus with Eq. (7)
yields the conclusion.

B. Boundedness of T
Depending on the values of x0 and xf , the set T can be

empty (∅), bounded (Bd), or unbounded (∞).

Lemma 4 (Boundedness of T ). Conditions on x0 and xf

corresponding to cases of non-empty T are listed in Fig. 3.

• x0 ∈ R258

• x0 ∈ R2\R258: Bd

x0 ∈ R5 : ∞

x0 ∈ R2

(x0 ∈ R8)

xf ∈ R123: Bd
(xf ∈ R789)

xf ∈ R456: ∞

Fig. 3. Graph of all possible cases of non-empty T .

Proof. We split the proof according to the location of x0

in the phase plane and, when necessary, the location of xf .
Only cases corresponding to non-empty T are considered.

For x0 ∈ R2\{R258}, the argument stems from the
monotonic divergence of x1. For instance x0 ∈ R147, there
exists ϵ > 0, s.t. xu1 (0) ≤ um − ϵ. Then, using Eq. (7),
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one easily shows that ∀t > t0, ẋ1 = ω(x1 − u) ≤ −ωϵ.
Therefore, the final time is upper bounded by x1(t0)−xf

1

ωϵ . A
similar inequality is obtained for xu1 (t0) ≥ uM + ϵ to cover
R369. Hence, T is upper bounded.

For x0 ∈ R5\D, which is entirely covered by Cm ∪ CM ,
and is stable by symmetry with respect to D. Lemma 3
permits to build a sequence that periodically returns to x0,
prolonging infinitely any solution from x0. Hence, T is not
upper-bounded.

For x0 ∈ R5 ∩D, for all possible values of u, the tangent
vector field at x0 is orthogonal to D and does not vanish.
For any short time the preceding rationale applies.

For x0 ∈ R2 and xf ∈ R123, one has ẋ2 < 0, therefore
x2 is decreasing, hence ẋ2 ≤ −ω(xf 2 + um). Therefore, T
is upper-bounded by x0

2−xf
2

ω(xf
2+um)

<∞.
For x0 ∈ R2 and xf ∈ R456, there exists a sequence

from any x0 s.t., for some t > 0, xw ≜ ϕ(x0, seq, t) ∈ R5.
In addition, any xf can be accessed from this waypoint xw
through a sequence (um, a, b) or (uM , a, b), with a, b > 0.
Therefore, a transient from x0 to xf passing through xw
can be arbitrarily prolonged with sequences periodically
returning to xw. Hence, T is not upper-bounded.

The case x0 ∈ R8 the analysis is similar to x0 ∈ R2.
This completes the proof.

C. Convexity of bounded T cases

Lemma 5. When T is bounded, T = [Tmin, Tmax].

Proof. Lemma 4 shows that for T to be bounded either x0 ∈
R2\R258, or (x0, xf ) ∈ R2×R123, or (x0, xf ) ∈ R8×R789.

As we only consider the case of bounded T in this section,
Lemma 1 shows the existence of solutions of Eq. (8). In
general, there are at most two bang-bang sequences with
one switch between x0 and xf which are noted seqm ≜
(um, am, bM ) and seqM ≜ (uM , aM , bm). Further, accord-
ing to Lemma 2, the two controls umin and umax are bang-
bang with at most one switch. Hence, either umin = seqm
and umax = seqM , or the other way around.

By definition, T ⊂ [Tmin, Tmax]. When Tmin = Tmax,
T is a singleton, hence is trivially convex. We now assume
Tmin < Tmax. The rest of the proof depends on the location
of (x0, xf ) relative to D.

Fig. 4. Phase diagram for Eq. (4) with u = um (dotted red), u = uM

(dotted blue), minimum time trajectory xmin (solid blue line), maximum
time trajectory xmax (solid red line), and xseqv for some a ∈ [0, am]
(dashed black line).

1) (x0, xf ) ∈ D−2 (on the same side): Fig. 4 shows the
trajectory steering the system from x0 to xf using seqm
and seqM . The trajectories do not cross each other. The
trajectory corresponding to seqm and the reverse trajectory
corresponding to seqM define a positively oriented closed
curve. The region R147 ∩D− being positively invariant, the
curve is strictly included in D−2.

For all x ∈ D−,〈(
0 −1
1 0

)
(Ax+Bum), Ax+BuM

〉
> 0

Therefore, for all a ∈ [0, am], there exists b ≥ 0, c ≥ 0 s.t.

seqv(a, b, c) ≜ (um, a, b, c) ∈ Ω(x0, xf , a+ b+ c)

The solution xseqv is shown in Fig. 4. By definition, the
solution xseqv is continuous, hence

x1 ≜ ϕ(x, seqv(a, b, c), a+ b) = ϕ(xf , seqv(a, b, c),−c)

We define the function T : [0, am] ∋ a 7→ T(a) = a+ b+
c ∈ [Tmin, Tmax] which maps the duration a of the first arc of
xseqv to the total duration a+ b+ c. Define g as g(a, b, c) =
ϕ(x, seqv(a, b, c), a + b) − ϕ(xf , seqv(a, b, c),−c). From
um ̸= uM , one has

rank(
[
∂g
∂b ,

∂g
∂c

]
) = rank(

[
Ax1 +BuM −Ax1 −Bum

]
)

= rank(
[
Ax1 B

]
) = rank(

(
x11 1
−x12 1

)
) = 2

The intermediate point x1 is defined by g(a, b, c) = 0.
The full rank property above associated to the injectivity of
the function (a, b, c) 7→

(
a g(a, b, c)

)T
gives, through the

global inversion theorem [25, Theorem 6.2.3], the existence
of ψ ∈ C0 s.t., over the domain of definition [0, amin],
(b, c) = ψ(a).

Thus, the function T is continuous. Therefore, by the
intermediate value theorem, [Tmin, Tmax] ⊂ T([0, am]) ⊂ T ,
which concludes the proof.

2) (x0, xf ) ∈ D+2 (on the same side): The proof is
identical, replacing D− by D+, the trajectory corresponding
to seqm and the reverse trajectory corresponding to seqM
defining a negatively oriented closed curve.

3) (x0, xf ) ∈ D+ × D− (on opposite sides): According
to Fig. 3, x0 ∈ R1 ∩ D+ and xf ∈ {R1 ∩ D−} ∪ R4.

If the (Euclidean) distance d(xf ,D) between xf and D is
strictly lower than the distance d(x0,D) between x0 and
D, then Lemma 3 states that ϕ(xf , uM ,−t0) = Sxf =
ϕ(xf , um,−t1), for some t0, t1 ≥ 0. We use the same
constructive proof between Sxf and xf with the sequence
seqB ≜ (um, a, b, c), with a ∈ [0, t02 ].

If d(xf ,D) > d(x0,D), then Lemma 3 states that
ϕ(x0, uM , t0) = Sx0 = ϕ(x0, um, t1), for some t0, t1 ≥ 0.
We use the same constructive proof between Sx0 and x0

with seqB.
If d(xf ,D) = d(x0,D), the proof directly follows from

x0 = Sxf to xf , this situation is illustrated in Fig. 5.
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Fig. 5. Phase diagram for Eq. (4) with u = um (dotted red), u = uM

(dotted blue), minimum time trajectory xmin (solid red line), maximum
time trajectory xmax (solid blue line), and xseqB for some a ∈ [0, t0

2
]

(dashed black line).

4) (x0, xf ) ∈ D− ×D+ (on opposite sides): The case is
identical to the previous case, x0 belonging to R9∩D− and
xf belonging to {R9 ∩ D+} ∪ R6.

This completes the proof.

D. Convexity of unbounded T cases

Let us define J a subset of R4 as follows

J ≜



x0 ∈ R258, x
f ∈ R456 s.t.

∃xD, xd ∈ D ∩R5, tD > 0, td > 0,
xd1 < xD1

xf = ϕ(xD, um, tD)

x0 = ϕ(xd, uM ,−td)
or


xd1 > xD1

xf = ϕ(xD, uM , tD)

x0 = ϕ(xd, um,−td)

The set J is partially pictured in Fig. 2 (all possible values
of x0 are colored in red when xf varies along the dashed
line). It plays a particular role in Lemma 6 as it is the only
one where boundary conditions yield a non-convex set T .

Lemma 6. When T is unbounded, if (x0, xf ) /∈ J , then
T = [Tmin,+∞[, otherwise, there exists A < B s.t. T =
[Tmin, A] ∪ [B,+∞[.

Proof. Following Lemma 4, a careful investigation of the
graph in Fig. 3 reveals that for T to be unbounded we have
(x0, xf ) ∈ R258 × R456. By symmetry of the vector field
(rotation of π about (um+uM

2 ,−um+uM

2 )T ), we now only
consider a pair (x0, xf ) ∈ (R258 ∩ D+)×R456.

1) (x0, xf ) /∈ J : In all such cases, there exists a sequence
(um, a, b, c, d), with a ≥ 0, b > 0, c > 0, d ≥ 0 steering x0

to xf with a single intersection with D∩R5. This sequence
can be easily extended in the vicinity of D ∩ R5 (which
excludes equilibria) to increase the transient time by any
desired arbitrarily small increment ϵ > 0. Iteratively, this
construction allows to infinitely increase the transient time
by a continuous constructive process.

Also, the same type of sequence with other values for
a, b, c, d can generate a smooth collection of trajectories

approaching the minimum time trajectory. The proof of Sec-
tion IV-C.1 yields the conclusion with the continuous map-
ping T : (a, b, c, d) 7→ a+ b+ c+ d.

2) (x0, xf ) ∈ J : There exist two sequences seq1 =
(um, a1, b1) (e.g. corresponding to the minimum time Tmin)
and seq2 = (uM , a2, b2) (with time T2) steering x0 to xf

by two paths Γ1 and Γ2 entirely in D+. They are illustrated
in Fig. 6.

seq = (um, a, b, c) gives, by the continuity of (a, b, c) 7→
a+ b+ c, that all feasible trajectories staying inside Γ1 ∪Γ2

have a transient time in [Tmin, T2], for T2 <∞.
Now, consider a trajectory from x0 to xf leaving Γ1∪Γ2.

A detailed investigation of the phase portrait gives that this
trajectory leaves Γ1∪Γ2 at a point xii ≜ ϕ(xf , um,−t), 0 <
t ≤ b2, strictly in R5, with control u > um.

Hence, it exists ϵ > 0 s.t. xii+ ≜ ϕ(xii, u > um, ϵ) ∈
D+ ∩ R5. From xii+ to xf the minimum time trajectory
has a minimum time Tmini and passes through xi ≜
ϕ(x0, uM , a2), and

Tmini(x
ii+, xf ) =

Tmini(x
ii+, xi) + Tmini(x

i, xii) + Tmini(x
ii, xf )

≥ f(xi, uM ) + f(Sxi, um) + o(ϵ) + Tmini(x
ii, xf )

By imposing ϵ → 0, we deduce that any such trajectory
has a transient time larger than T3 = minxii Tmini(x

ii, xf )+
T0, with T0 = f(xi, uM ) + f(Sxi, um). The transient time
T3 is given for a certain xiii ∈ R5. Hence, there exists a
trajectory going through x0 → xiii → Sxiii → xf with a
transient time T3 + Tmini(x

0, xiii) = T4, with a sequence
seq = (um, a, b, c). By continuity, there exists t ∈ [a, a+ b]
such that ϕ(x0, seq, t) ∈ D.

This completes the proof.

Fig. 6. Phase diagram for Eq. (4) with u = um (dotted red), u =
uM (dotted blue), minimum time trajectory xmin (solid red line), T2 time
trajectory xseq2 (solid blue line), and points of interest for the proof of
Lemma 6.

V. NUMERICAL METHOD

Theorem 1 describes T . In practice, Eqs. (5) and (6) have
to be considered in the two dimensions x−y of Eq. (2). The
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two problems share a single parameter T . It has to belong to
the two sets T x and T y . This does not change the possible
nature of T = T x ∩ T y . We notice, numerically, that T
is a single interval, which enables us to use bisection to
solve Eq. (5). A side product is the resolution of Eq. (6).

A. QP resolution and feasibility check

Equation (6) defines a fixed-time OCP that can be ad-
dressed using a direct numerical method. Conveniently, the
input signal is represented by a piece-wise C1 function in be-
tween non-uniform nodes. The dynamics and the value of the
integral cost are exactly represented using the first-order hold
quadratures. This allows expressing boundary conditions and
input constraints under an affine form in a finite number
of variables, and the cost as a quadratic function of these
variables. The same discretization procedure is employed in
the x−y directions, resulting in a QP with 2P variables and
4P +4 affine constraints. The outcome of the QP resolution
is a feasibility boolean, and, when it is feasible, a solution
to Eq. (6).

B. Bisection resolution on the feasibility

We notice, numerically, that the nature of T is a single
interval. On Fig. 7, each vertical slice of the mT green area
is a segment. This enables us to use bisection to solve Eq. (5).

Given an initial guess T 0 ∈ T , we solve Eq. (5) using
bisection on the feasibility function above (treated as a
boolean) between the target time T t and the initial guess
T 0. Classically, the search interval is reduced by a factor
2N , where N is the maximum number of iterations (typically
10). Recursively, for the next time step, the guess is easily
updated using the outcome of the previous run.

VI. SIMULATION RESULTS

A. Results for highly varying patient efforts

A single-step gait is extracted from an available cyclic
walk trajectory. To simulate the behavior of a highly de-
manding patient, a strongly oscillating velocity along the
geometric path is considered. The nominal velocity is 1 and
the variations are ±50%. This defines a signal t 7→ T t(t).
For reference, an exhaustive search algorithm is employed
to determine at each step the feasible set T . As is visible
in Fig. 7, the resolution of Eq. (5) leaves the patient-chosen
velocity unchanged at the beginning of the simulation. Grad-
ually the feasible set gets more stringent and at some point,
near t = 0.4 s, the proposed algorithm has to intervene. The
desired time T t is no longer feasible on many occasions. The
situation worsens until the end of the simulation. Notably, at
the end, the walk has to be sped up significantly.

B. Results on full-body simulations

We perform extensive closed-loop rigid-body simulations
of the patient-exoskeleton system to evaluate the safety in-
crease offered by our algorithm. To simulate the behavior of
the patient, we consider piecewise velocity signals consisting
of a square wave whose duration and magnitude are varied.
Fig. 8 reports the results (for each duration magnitude, a

Fig. 7. Velocity of the trajectory (1 is the nominal velocity). (Dotted blue):
request from the patient. (Green dots): set T determined by an exhaustive
search, for reference. (Solid black): solution of the proposed methodology

vast list of possible starting times for the square disturbance
is considered, and we report the success rate). A naive
replanning methodology is used as a benchmark reference
to illustrate the increased performance of our algorithm.
It consists of a simple (and natural) time rescaling of the
nominal articular trajectory using the simulated user velocity.
Fig. 8 (left) reports simulation results obtained with the naive
time rescaling methodology. Fig. 8 (right) reports the results
obtained with our methodology. A simulation is considered
stable if the simulated patient-exoskeleton system walks for
at least 10 s without falling. In both cases, we use a state-
of-the-art admittance-based DCM controller [24] to stabilize
around the reference CoM trajectory.

Fig. 8. Comparison of rate of success heatmaps for velocity variations
having various durations and magnitudes5. Left: naive scaling. Right: with
proposed replanning.

These results show the substantial improvement of the
patient-exoskeleton system balance provided by the use of
our algorithm, the stability being ensured for almost all
considered cases, except for some very low-velocity cases
with long durations (a careful examination of simulations

5The white spaces in this figure corresponds to unfeasible values of
the parameters violating the constraint that the scaled phase variable must
remain smaller than 1.
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reveals that fall occurs mostly when slow takes place at late
stages of the step). A total of 2917 simulations have been
conducted. In summary, less than 8% of cases are failing our
algorithm, while more than 30% were without it.

C. Computational load

In view of applications, we will need to implement this
algorithm at 1 kHz. Typical numerical setups considers P =
4. The employed software is a streamlined implementation of
the positive definite QP dual algorithm from [26] specifically
coded in C for this application to minimize any overheads.
The problem is treated as dense. Typical CPU times reported
in Fig. 9 are lower than the 10 ms reported in [15] and
the 100 ms reported in [18] where similar online planning
problems are addressed. They are also lower or equal to
those reported in [16], [19] where fixed-time online planning
problems are solved. They are consistent with this objective
and the hardware specifications of Atalante.

min max mean
CPU time 0.07 ms 0.75 ms 0.2 ms

Fig. 9. CPU time for the proposed algorithm (with N = 10 maximum
number of iterations , 4P+4 = 20 variables, on a Ryzen 7 1.7GHz without
turbo boost).

VII. CONCLUSION

In this paper, we presented a fast replanning algorithm for
an exoskeleton with a patient. The method is applicable to
general bipedal robots undergoing high-frequency velocity
changes. Extensive numerical evaluation stresses its effec-
tiveness and the safety increase. Thanks to our algorithm,
the fall rate drops from 30% (when using naive time scaling)
to only 8%. Finally, we discussed the implementability of
our algorithm on the Atalante onboard computer, providing
evidence that the performance of our algorithm should be
enough to run in real-time.

Future work will include implementation and experimental
validation on Atalante. We expect some degradation of the
stability because of model discrepancies, especially due to
uncertainties in the patient model. Hence, we will also work
on closing the gap between the simulation and experimental
results.
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