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The  problem  studied  in this  article  is  the control  of  a DOC  (diesel  oxidation  catalyst)  as  used  in aftertreat-
ment  systems  of diesel  vehicles.  This  system  is  inherently  a  distributed  parameter  system  due  to  its
elongated  geometry  where  a gas  stream  is  in  contact  with  a  spatially  distributed  catalyst.  A first  con-
tribution  is a  model  for the  DOC  system.  It is  obtained  by  successive  simplifications  justified  either
experimentally  (from  observations,  estimates  of  orders  of  magnitude)  or by an  analysis  of governing
equations  (through  asymptotic  developments  and  changes  of variables).  This  model  can  reproduce  the
complex temperature  response  of DOC  output  to changes  in input  variables.  In  particular,  the effects  of
istributed parameter systems
elay systems
iesel oxidation catalyst
emperature control
utomotive exhaust aftertreatment

gas velocity  variations,  inlet  temperature  and  inlet  hydrocarbons  are  well  represented.  A  second  contri-
bution  is a combination  of  algorithms  (feedback,  feedforward,  and  synchronization)  designed  to  control
the thermal  phenomena  in the  DOC.  Both  contributions  have  been  tested  and  validated  experimentally.
In  conclusion,  the  outcomes  are  evaluated:  using  the approach  presented  in  this  article,  it is possible  to
control,  in  conditions  representative  of vehicle  driving  conditions,  the  outlet  temperature  of the  DOC

◦
ystems within  ±15 C.

. Introduction

On most new diesel vehicles, increasing requirements regard-
ng particulate matter emissions [1] are met  using diesel particulate
lters (DPF). This filter, located in the vehicle exhaust line, stores
articulate matter until it is burnt in an active regeneration process
2]. During this phase, DPFs behave like potentially unstable reac-
ors [3]. Consequently, their inlet temperature must be carefully
ontrolled to prevent filter runaway. As is now exposed, this can be
ccomplished by the diesel oxidation catalyst (DOC).

In most current aftertreatment architectures [4],  a DOC is placed
pstream of the DPF in the vehicle exhaust line. To increase the
PF inlet temperature, reductants – mostly hydrocarbons (HC) –
re oxidized in the DOC, which, in turn, increases the DOC outlet
emperature, and therefore the DPF inlet temperature.

A DOC is a chemical system difficult to model and to control.
lassical DOC models are usually composed of a dozen of coupled
artial differential equations (PDEs) [5],  which make difficult the
evelopment of model-based control laws. Experimentally, it has
een observed that a step change on the inlet temperature prop-

gates to the output of the system with large response times [6].
epending on the engine outlet gas velocity, these response times

ignificantly vary: they roughly decrease by a factor of 10 from
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idle speed to full load. Strategies that are commonly used to deal
with this problem rely on controller gain look-up tables, which, in
practice, are difficult and time-consuming to calibrate.

The purpose of this paper is to propose a simple model dedicated
to the DOC outlet temperature control during DPF regeneration along
with a control law. To achieve this, a simplification of the above-
mentioned classical models is performed.

The paper is organized as follows. In Section 2.1 the control prob-
lem is exposed. In Section 2.2 the experimental setup is presented.
The Section 3 presents a model describing the thermal responses
properly. This model is physics-based. In Section 4, a control strat-
egy based on the proposed model, which is further simplified, is
developed. It is divided into three parts: (i) a feedforward con-
trol for the inlet temperature (disturbance); (ii) a simple integral
action; (iii) a feedforward control to attenuate the effects of the
gas velocity variations (disturbance). The proposed strategy sched-
ules the adaptation of parameters of the control law according to
the varying gas velocity. To stress the relevance of the contribu-
tion, experimental control results are presented and discussed in
Section 5.

2. Control problem
2.1. Input–output description

The paper focuses on the dynamics of the simple system pic-
tured in Fig. 1, for which the steady-state effects are easily captured.

dx.doi.org/10.1016/j.jprocont.2011.10.012
http://www.sciencedirect.com/science/journal/09591524
http://www.elsevier.com/locate/jprocont
mailto:olivier.lepreux@ifpen.fr
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ig. 1. DOC input–output description. The control is u, the output is Tout, while Tin

nd v are disturbances.

he inputs are the control variable u (control HC flow rate), the
isturbance variable Tin (inlet temperature), and the disturbance
ariable v (gas velocity). This latter disturbance defines the gas flow
ate (F), which is of practical interest. A straightforward relation
elates the gas flow rate and the gas velocity (see below (20)). The
ystem output is the outlet gas temperature Tout.

Certainly, the real picture of the DOC is more complicated, as it
nvolves several other disturbances, among which is, in particular,
n undesired reductants flow. Detailed discussions on this point
an be found in [7].

.2. Experimental setup

The experimental setup is depicted in Fig. 2 and presented in
he following. The DOC is located in a Diesel engine exhaust line.
he engine operating point imposes the gas velocity and the DOC
nlet temperature. Two distinct configurations are used to control
he reductants flow: either by an additional injector located right
pstream of the turbine or by in-cylinder late post-injection. It

s worth mentioning that the HCs generated by these two injec-
ion methods are different and can actually affect the overall DOC
onversion efficiency [8].  This effect can be significant at some
perating points. Values obtained in this paper depend on each
articular tested system. Temperature is measured at three differ-
nt locations and gas is analyzed upstream and downstream of the
OC by a 5-gas sensor. Presented experimental results have been
btained using two distinct engines and DOC setups. A 3-in. long
nd a 4-in. long platinum-based DOC have been tested.

Considering those configurations, generating a disturbance
engine emissions, Tin, gas velocity) independently from the oth-
rs is not possible. This explains why they are not decoupled in the
resented results.

The system is tested in an engine test cell, not in a vehicle. This
ay  impact some results about heat losses.

. Reduced model
In our model design, we desire to capture the following phe-
omena: the response of Tout to control HC (u); the response of
out to inlet temperature (Tin); the influence of gas velocity (v). A

Fig. 2. Simplified overview of the DOC experimental setup.
ss Control 22 (2012) 41– 50

mathematical description of the proposed reduced model is given
in Section 3.1.  Our goal is to get some insight into the thermal prop-
agation phenomenon, in order to design a control law and to tune it
according to the value of the gas velocity which parameterizes the
model. As demonstrated by experimental validation in Section 3.2,
the proposed model closely reproduces the physical observations.
Interesting properties of this model will be exploited in the control
strategy presented in Section 4.

3.1. Proposed reduced model

Classical models for the DOC are based on mass and energy bal-
ances for gas and “solid” phases. The presented reduced model is
inferred from these. Several assumptions and steps of simplifica-
tions lead to this result. These are detailed in [7].  The main steps of
simplifications are given in Appendix A.

The proposed reduced model is

∂T(z, t)
∂t

+ ϑ (t)
∂T(z, t)
∂z

= � (t)
∂2
T(z, t)
∂z2

+ � (z, u(t), v(t)) (1)

where T is the gas temperature, Tout(t) � T(L, t) is the system out-
put, L is the length of the DOC, Tin(t) � T(0, t) is a disturbance. Eq. (1)
includes two  parameters ϑ and �. The parameter ϑ (in m/s) repre-
sents an apparent speed for the temperature, which is significantly
scaled-down from the fluid speed v. The parameter � (in m2/s) rep-
resents an apparent diffusion of heat in the monolith. ϑ and � only
depend on the system disturbance v and are written as⎧⎪⎪⎨
⎪⎪⎩
ϑ(t) = k2v(t)

k1

�(t) = k2v(t)2

k2
1

(2)

where k1 and k2 are constant parameters. � is a distributed source
term (related to the control variable u) which is uniform over some
spatial interval{
� (z, u(t), v(t)) =  (u(t), v(t)), 0 ≤ z ≤ Lc(v(t))

� (z, u(t), v(t)) = 0, Lc(v(t)) < z ≤ L
(3)

where Lc is a piecewise affine function of the channel gas velocity
v,

Lc(v(t)) = min(L, a · v(t) + b) (4)

a and b being two  positive constants. The source term   depends on
v, and the control HC flow rate u according to the following relation

 (u(t), v(t)) = 1
Lc(v(t))

�(v(t))
�Hu
	g A0 Cp

k2

k1
u(t) (5)

where �Hu is the heat of combustion of the control HC, Cp is the
gas specific heat, A0 is the monolith open cross-sectional area. The
gas density 	g is assumed constant. The conversion efficiency �(v)
is mapped as a decreasing function of v only.

The steady-state gain Gu of the transfer function between the
control HC flow rate and the outlet temperature is given by the
following equation (steady state solution of a simple energy balance
over the DOC)

Gu(v(t)) = �(v(t))
�Hu

	g A0 Cp v(t)
(6)

The model (1–6) is a linear time-varying infinite-dimensional (dis-
tributed parameter) model with distributed control (3) acting

homogeneously on a reduced spatial domain defined through (4)
by the disturbance variable v.

To study the proposed model involving linear operators, it can
be assumed that the DOC is initially at steady state, i.e. that T(z, 0)
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Fig. 3. Model validation under variable gas velocity conditions. The gas flow rate is
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Fig. 4. Proposed control model. The HC effects can be assimilated to a front of tem-
perature Tineq propagating on a fictitious length Lu . The Tin effect is propagating over
n  image of the gas velocity. Accounting for variable reactive length Lc reproduces
he inverse response experimentally observed. Experimental and simulation data.
ead time of the HC analyzer is accounted for in this figure.

s constant. It is then correct to assume that T represents the vari-
tions of temperature about steady state instead of the (absolute)
emperature itself. Therefore, from now on, the initial condition is

(z, 0) = 0 (7)

.2. Experimental validation under variable gas velocity
onditions

In the proposed model, oxidation reactions are initiated at the
OC inlet. The value of the reactive length Lc depends on the gas
elocity v through (4).  It is desired to investigate the relevance
f this assumption. The model, simulated through a spatial finite
ifference scheme, is compared against an open loop experiment

n Fig. 3. Physical measurements (gas flow rate, inlet temperature,
nlet HC), related to the model inputs, are also plotted.

It can be noticed in Fig. 3 that a fall in the gas velocity (this fall is
ssociated to an increase of the conversion efficiency [9]), despite
n increase in HC concentration upstream of the DOC, implies an
utlet temperature undershoot during a transient phase (see Fig. 3
t t = 275 s).

By contrast, an increase in gas velocity (associated with a fall in
fficiency [9]), despite a fall in HC concentration, implies an out-
et temperature overshoot during a transient phase (see Fig. 3 at

 = 90 s).
Experimental results show that these two phenomena appear

rrespective of whether the inlet temperature is rising or falling
see e.g. Section 4.2 in this paper or [7]). This is not surprising:
ecause of the one-dimensional distributed state nature of the sys-
em, there is no direct transfer from the inlet temperature to the
utlet temperature.

In Fig. 3, it appears that the temperature variations are well
epresented by the model. In particular, the “overshoot” and
undershoot” phenomena related to the gas velocity increase at

 = 90 s, and decrease at t = 275 s are well reproduced. For com-

arisons, the simulation results in the case of a simpler model
ssuming a constant reactive length are also plotted. In this latter
ase, the constant value has been tuned to best fit the experimen-
al data. Clearly, the proposed model of varying reactive length (4)
the whole DOC length L. Propagation coefficients (ϑ(v(t)) and �(v(t))) are identical
for Tin effects and HC effects. Hence, the difference in propagation length (L − Lu)
plays a keyrole for Tin compensation.

outperforms it. This stresses that relating the reactive length to the
gas velocity is a solution to reproduce the observed overshoot and
undershoot phenomena.

The reduced model for the DOC (dedicated to DPF  regeneration),
presented in Section 3.1, captures the main thermal effects (even
transient counter-intuitive ones) observed in practice. It is needed
to go further into the analysis to determine appropriate control
laws. These latter are developed in the next section and presented
together with the experimental results in Section 5.

4. Control strategy

In this section, the proposed model (1–6) is used for the devel-
opment of the control law. This is done in two  steps. In Section 4.1,
the reactive length Lc is preliminarily assumed constant (indepen-
dent of v). A control strategy dedicated to Tin disturbance rejection
is presented. In Section 4.2, the control law is adapted to account
for the dependency of Lc upon v. Finally, the last part of the section
sums up the proposed control solution.

4.1. Control strategy for a constant reactive length

In this subsection, it is assumed that the reactive length Lc is
constant (not depending on v), i.e. a = 0 in (4).

4.1.1. Proposed control model
In the proposed control model, the effects of the control u and

the effects of the inlet temperature Tin can be decoupled. This is
pictured in Fig. 4.

On one hand, the control variable u of the reduced model can be
turned into a temperature boundary condition. The system can be
approximated by an advection-diffusion system having a reduced
length Lu(v(t)) (in practice related to L − Lc(v(t))):

∂T(z, t)
∂t

+  ϑ (t)
∂T(z, t)
∂z

= �(t)
∂2
T(z, t)
∂z2

(8)

where the left-side boundary condition depends on the control
u and writes T (z  = L − Lu(v(t)), t) = Tineq(t) = Gu(v(t)) u(t), and the

right-side boundary condition ∂T
∂z

(z = L, t) = 0. The domain con-
sidered for z is z ∈ [L − Lu(v(t)), L]: it depends on the disturbance
v(t).
On the other hand, using the linearity of (1),  the inlet temper-
ature is taken into account through the response to its boundary
condition while zeroing the source term. The inlet tempera-
ture propagation is described by a standard advection-diffusion
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4.1.4. Feedback control
As detailed before, control HC effects for a catalyst length L are

equivalent to boundary temperature effects for a catalyst length

1 Note that analytic responses to HC and Tin have been compared in Fig. 5 (using
odel), Tin step response (boundary input of the reduced model), and Tineq step
esponse using an adapted value of the length (equivalent boundary input of the
educed model). Simulation results obtained from a spatial discretization of (1).

ystem of the form (8),  over a constant length L (z ∈ [0, L]) and Tin

s left-side boundary condition: T(z = 0, t) = Tin(t).
Step responses for these two systems are plotted in Fig. 5. It

an be observed that the HC step response, obtained with a system
aving a length L is very similar to the Tin response of the system
ranslated in time. Further, it is shown that the overall shape of the
C step response, corresponding to a distributed input (computed
ith (1) and Tin = 0), is very similar to the inlet temperature step

esponse, corresponding to a boundary input (computed using (1),
 = 0, and z = L). This similarity supports that it is possible to approx-

mate the HC step response by a boundary input step response at
he expense of an alternative identification procedure (note that,
or easier comparisons, responses are normalized).

It is shown in Fig. 5 that it suffices to fictitiously adapt the DOC
ength in the model (1) and to use its boundary input with � = 0,
o get responses very similar to the ones obtained using its dis-
ributed input � and the full length L. In other words, generating
eat with HC is quite equivalent to propagating an inlet temperature
ondition through a DOC having a shorter length Lu [7]. This idea
ocuses on the heat propagation along the DOC rather than on the
ay heat is generated. Note that this fictitious “transport” length

u, carefully tuned to match experimental data, need not equal
he “non-reactive” length (i.e. L − Lc). In typical cases, everything
ehaves as if the source were located at about half the reactive

ength Lc. To precisely get the two viewpoints in accordance, a
umerical identification is performed. This yields an affine relation
etween Lu and v. The two corresponding parameters are denoted
Lu and bLu .

In summary, gathering the two discussed effects, a schematic
iew of the Tin effects and the HC effects is presented in Fig. 4. The
ffects of the HC flow rate u can be assimilated to a temperature Tineq
ropagating on a fictitious length Lu, which is shorter than the DOC
eal length. Besides, Tin is propagating over the whole DOC length
. Consequently, the inlet temperature effects are slower than the
C effects. Both sub-subsystems use the advection-diffusion equa-

ion to describe propagation. Although variable, v is identical in
oth sub-systems, and, in particular, does not depend on z. This

nteresting property allows us to decouple the Tin effects and the
C effects. In both sub-systems, propagation coefficients (ϑ and �)
re identical (and depend on v). Altogether, the constituted con-
rol model consists of the discussed two sub-models, the outputs
f which are added up to yield the model output.

These submodels are exploited in the control strategy for dis-
urbance rejection and feedback compensation. To this aim, it is
hown in the next part how delays can be computed from these
odels.
.1.2. Delay evolution under variable gas velocity conditions
Variations of the gas velocity (v), that have been ignored so far,

re now accounted for under the form of a traveling time for the
ss Control 22 (2012) 41– 50

thermal propagation phenomena. This time ı(t) will be used in the
control design.

Consider the delay ı(t) defined by T(z, t) = T(z − zp, t − ı(t)) where
zp represents the considered length of propagation. It can be shown
(see e.g. [7])  that the delay evolution satisfies the following implicit
equation, in which ı(t) is unknown

zp =
∫ t

t−ı(t)
ϑ(w)dw (9)

This implicit equation will be used to describe the evolution of ther-
mal  phenomena and, in particular, to synchronize the control action
with the measured disturbance.

To simplify the calculation, it has been assumed that the approx-
imations that have led to the reduced model hold when v depends on
time. Hence, ϑ(t) = k2v(t)/k1 and �(t) = k2v(t)2/k2

1 are now con-
sidered. The advection-diffusion equation (8) allows, under some
conditions, to separate the propagation effect from the diffusion
phenomenon. Following several calculations given in [10], this sep-
aration is highlighted by invoking the following change of variables
w(
, �) = T(z, t), with 
 = z −

∫ t
0
ϑ(s)ds and � =

∫ t
0
�(s)ds (see [7]).

Then, Eq. (8) simply leads to the heat equation ∂w/∂� = ∂2
w/∂
2.

This transformation can also be performed under variable condi-
tions because the advection-diffusion coefficients � and ϑ only
depend on the time variable t through v (not on z). In these coordi-
nates, it is possible to study the propagation on a system having an
infinite length. In this infinite-length system, the boundary condi-
tions are located at 
 =± ∞ in the (
, �)-coordinates or at z =± ∞ in
the (z, t)-coordinates. It is considered that the boundaries are “far”
from the studied phenomena (relatively to diffusion effects). Then,
under these conditions, it is possible to solve (9) with respect to the
propagation delay ı(t). The reader can refer to [7] for more details.

4.1.3. Feedforward control strategy for a constant reactive length
It is possible to compensate for effects of Tin by synchronization

with delayed effects of u. As pictured in Fig. 4, the synchronization
between Tin and u must be considered on the first part of the DOC
for the length difference L − Lu. Hence, from the advection-diffusion
model viewpoint, the delay ıFF(t) to synchronize the inlet temper-
ature variations with the control HC variations is simply given by
the implicit equation, in which ıFF(t) is unknown and ϑ represents
an apparent propagation speed1:

L − Lu =
∫ t

t−ıFF (t)

ϑ(w)dw (10)

Finally, a feedforward compensation block for the Tin distur-
bance can be simply based on a delay operator applying a delay
value of ıFF(t)

uFF (t) = 1

Gdynu (t)
Tin(t − ıFF (t)) (11)

where uFF is the feedforward HC flow to deliver in order to reject
Tin variations, and where Gdynu is a dynamically updated version of
Gu that will be detailed in Section 4.2.
the  reduced model). It has been shown that inlet temperature effects are slower than
HC  effects. It is then theoretically possible to compensate totally for these variations.
In  the advection-diffusion system representation, this ensures that the equivalent
propagation length Lu is smaller than the full DOC length L. In other words, it ensures
that  the delay ıFF(t) is positive or null, so that the control law can be applied.



 Process Control 22 (2012) 41– 50 45

L
s
4
o

L

F
o

p
t
a
T
a
i
f
(
s
n
s

i
5

�

T
i
f

u

w

v

4

b
c
o
l

s
d
r
p
a
a
i
t
o

i
r

o
t
c
v
r
A
r

O. Lepreux et al. / Journal of

u. A variation of HC is interpreted as a boundary condition Tineq(t) of
ystem (8) over a propagation length Lu. Applying results of Section
.1.2, HC response time calculation can be based on the evaluation
f the following implicit equation in which ıFB is the unknown:

u =
∫ t

t−ıFB(t)

ϑ(�)d� (12)

or an HC step input, ıFB is approximately the time at which the
utlet temperature reaches half its steady-state value.

As will be developed in Section 4.2,  in practice, DOC outlet tem-
erature cannot be perfectly controlled due to changes (slips) of
he reactive zone during gas velocity variations. Induced overshoot
nd undershoot phenomena have been discussed in Section 3.2.
ypically, for a 4-in. long DOC, practical achievable performance is
bout ±15 ◦C. This observation is a big concern because this result
s close to the performance requested for real applications. There-
ore, the feedback control in this zone cannot be totally turned off
as would be done for example by a usually considered deadzone
trategy) but it has to be loosely tuned. Typically, in this zone, it is
ot possible to use a classic feedback control law because error to
etpoint is related to hardly compensable disturbance effects.

To compensate for steady-state errors, a simple integral action
s used. To obtain the results presented in this paper (see Section
), the integral time is empirically set to

i = 2 · ıFB (13)

his means that, for a given gas velocity, the integral time is approx-
mately set equal to the duration of the HC effect. Finally, the
eedback action of the controller is given by a simple integral term

FB(t) = 1

Gdynu (t)

∫ t

0

1
�i(w)

(
Tsp(w) − Tout(w)

)
dw (14)

here Tsp is the outlet temperature setpoint.
Note that adaptations of this law can be used for large setpoint

ariations [11].

.2. Generalization of the control law for variable gas velocity

In the previous subsection, the dependence of Lc upon v, stated
y (4),  has been ignored. In this subsection, it is shown how the
ontrol law previously developed can be adapted to account for the
vershoot and undershoot phenomena, i.e. for a variable reactive
ength Lc.

The overshoot phenomenon stems from the combination of heat
torage and under-actuation effects, on a reactive length that is
efined by a disturbance, namely the gas velocity. We  refer the
eader interested by the origins of the overshoot to [9,7], where a sim-
le advection model is used to illustrate this point. The presented
nalytic study shows that an increase in the reactive length causes
n overshoot. An analytic control trajectory to limit the overshoot
s proposed in [9]:  when the gas velocity increases, the static gain is
ransiently decreased in order to limit the coming overshoot. This
vershoot compensation induces an undershoot.

In the following, a specific feedforward control law that closely
mitates this approach is presented and open loop experiments are
eported.

An easy-to-implement dynamic gain adaptation is used, based
n the time derivative of the gas velocity. A filtered derivative of
he speed v(t) is computed. The filter is a first order filter with time
onstant �B. The filtered derivative is normalized with the current

alue of the gas velocity, and multiplied by a gain KB to give a cor-
ection term X. The gain Gdynu used is given by Gdynu = Gu/(1 − X).
ccording to this relation, a rise (resp. decrease) of v(t) induces a
ise (resp. decrease) of X: the value Gdynu of the gain is then larger
Fig. 6. Illustration of overshoot compensation based on gas velocity derivative.
Simulation data.

(resp. smaller) than the values of the static gain Gu. Accordingly,
the control u is less (resp. more) than what is required to keep Tout

constant. While v(t) stabilizes to a new constant value, its deriva-
tive tends to 0. Then, X tends toward 0 and, as Gdynu tends toward Gu,
the control u takes the value that is required to reach Tout setpoint.
In details,

1

Gdynu (v(t))
= 1 − X(t)
Gu(v(t))

(15)

where X(t) is given by Y(t)/v(t), Y(t) corresponds to the inverse
Laplace transform of Ŷ(s) given by

Ŷ(s) = KBs

1 + �Bs
v̂sat (16)

and vsat is the saturated value of the current gas velocity. This sat-
uration corresponds to the saturation of the length Lc in (4).

KB is a tuning parameter corresponding to the compensation
strength. The greater KB is, the more the control u is adapted dur-
ing gas velocity transients. If set too high, this parameter will favor
delayed side effects. Besides, �B is a tuning parameter correspond-
ing to a time during which the compensation acts after a gas velocity
variation. Referring to [7],  it should be theoretically adapted to the
current variation of Lc. However, in practice, this extra tuning is not
needed since the correction is already quite efficient with constant
parameter values.

The main advantage of this method is that it is extremely simple
to implement. It is also interesting to notice that the use of a filtered
derivative ensures a good robustness regarding the noise of the air
flow sensor measurement which is used in the computation of the
gas velocity.

The behavior of the law is illustrated in Fig. 6 by a simulation,
carried out with the model (19).

In this simulation, the open loop control strategy acts as soon
as the gas velocity variation is detected. The control variable sig-
nificantly differs from the case of the static strategy. One can see
that the reduction of the overshoot magnitude is indeed effective.
However, the consequence of this action is a delayed temperature
undershoot. The behavior is confirmed by the open loop experi-
ment presented in Fig. 7. This is an important result for control

application since undershooting does not increase the risks of DPF
runaway. However, overshoot compensation is limited: it is usually
better to allow a small overshoot in order to prevent large delayed
undershooting.
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Fig. 7. Catalyst undergoes a large increase in the gas velocity at t ≈ 125 s. The gas flow
rate is an image of the gas velocity. Without compensation, HC flow is adapted to
keep a constant inlet HC concentration. With compensation, HC flow is temporar-
ily reduced when the gas velocity variation is detected. With compensation, the
overshoot is attenuated but still present. Moreover, when compensating, a delayed
undershoot appears consequently to the transient drop in heat supply. Tin is plotted
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Fig. 8. Catalyst undergoes a large decrease in the gas velocity at t ≈ 35 s. The gas
flow  rate is an image of the gas velocity. When compensating the undershoot by
a  more-than-steady-state HC flow, a delayed overshoot appears consequently to
the transient excess in heat supply. Tin is plotted for information but has no conse-

mal  phenomena detailed in the previous sections are here briefly
or  information but has no consequence on the described phenomenon. Experimen-
al  data obtained with a 4-in. long DOC.

A similar experiment has been carried out in the case of an
ndershoot, as pictured in Fig. 8. Although it generates no par-
icular risk of DPF damage, this variation is problematic for DPF
egeneration. It increases the time required to oxidize the trapped
oot and, in turn, also increases the fuel consumption. However, it is
esired to show that it cannot be compensated without side effects.
s in the case of the overshoot, it is shown that the undershoot

s not totally compensated by the above mentioned strategy. It is
nly reduced. It is worth noticing that this action causes a delayed
emperature overshoot (as can be noticed in Fig. 8).

This delayed overshoot is caused by the “additional” quantity of
C injected during the gas velocity drop. Time duration between

he pulse (and the gas velocity variation) and the delayed overshoot
s related to one-dimensional effects of the system. Intuitively, the
ulse acts in a distributed way on the reactive length Lc, which has
een reduced during the transient state. Therefore, the pulse has no
irect action on this gap: it always acts upstream. In fact, consid-

ring the involved time scales, the pulse effects and the supply gap
ffects are combined together and smoothed by diffusion effects.
his explains why the undershoot is attenuated by the pulse. For

Fig. 9. Control problem viewpoint after a
quence on the described phenomenon. Experimental data obtained with a 4-in. long
DOC.

the reasons mentioned previously, from a practical viewpoint, this
delayed overshoot is not suitable. It is not easy to “re-compensate”
for it, as this would imply an oscillatory highly delayed control.
Consequently, the undershoot must be carefully compensated for.

As has been demonstrated, the proposed feedforward strategy
for the gas velocity disturbance is simple and effective. In practice,
the temperature overshoot (and undershoot), which is caused by an
increase (and a decrease) in the gas velocity, should not be totally
compensated for. As a consequence, the achievable performance
for the DOC outlet temperature control is limited. Depending on
the tested DOC device, the expected range of performance would
commonly not be better than ±10 ◦C to ±20 ◦C (or even worse)—see
[9,7] for more details.

4.3. Summary of control problem and solution

The physical analysis and simplified modeling of the ther-
summed up. Following along these lines, the control problem can
be specified in the scheme presented in Fig. 9. Referring to this fig-
ure, the outlet temperature is the output variable. The control HC

nalysis of the thermal phenomena.
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Fig. 10. Advanced controller overview. Block (1) corresponds to the feedforward
control related to the inlet temperature. Block (2) corresponds to the feedback con-
trol.  Blocks (3) correspond to the feedforward control related to the gas velocity. Tin

and v are the measured inputs. Tout is the measured output.
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ow rate u is the control variable. The inlet temperature variations
mark 1) are propagating through the DOC, creating long delays due
o the gas/solid heat exchange (mark 2). The inlet temperature is
egarded as a disturbance. The delay values are strongly related to
he gas velocity (mark 3). For the delays, the gas velocity (mark 3) is
egarded as a scheduling variable. The control HC flow is oxidized
n a reactive length Lc (mark 4). The control HC flow rate is regarded
s a distributed control variable. Alternatively, it can be regarded as

 boundary control variable equivalent to a temperature variation
or a catalyst having an equivalent transport length Lu (mark 5).
emperature rise corresponding to the control HC flow is strongly
elated to the gas velocity (mark 3), which is, once again, regarded
s a scheduling variable. The gas velocity (mark 3) is not only a
cheduling variable. When varying, it makes the reactive length –
nd the equivalent transport zone – vary (marks 6 and 7). Then, it
reates temperature disturbances inside the DOC. This is why  it is
lso regarded as a disturbance. The conversion efficiency is taken
nto account explicitly in the injection calculation of the control
nput by (5).

From the previous description, a control strategy can be pro-
osed. It is implemented in three parts as schematized in Fig. 10.
irst, a feedforward control law, designed to compensate the mea-
ured inlet temperature disturbances, is given by (10) and (11)
block (1) in Fig. 10). Then, a simple integral effect is introduced
y (12)–(14) (block (2) in Fig. 10). Finally, a feedforward strategy
ccounting for the gas velocity disturbance is given by (15) and (16)
block (3) in Fig. 10)  under the form of an adaptation of parameter
sing available gas velocity information.

The overall controller has few parameters. The most impor-

ant ones are related to physical quantities (k1,k2,aLu,bLu). They
re obtained by identification through only few experiments, or
re directly measured (� is given by a table). Controller-specific
arameters (KB,�B) require little tuning effort.

ig. 11. Results of Tout control during a drop in the gas velocity. The gas flow rate is an im
MEP  (indicative mean effective pressure) is an image of the engine load. Experimental da
5. Experimental results

5.1. Experimental results

In this section, three practical cases using the temperature con-
troller are presented. The first experimental result corresponds to a
large drop in the gas velocity, which is a difficult situation to handle.
The second result illustrates the controller ability to deal with large
and dynamic gas velocity transients. The third experimental result
corresponds to the urban part of the normalized European driving

cycle (NEDC [1]), which is the most difficult part of the NEDC in
terms of control application (lowest speeds, largest delays).

age of the gas velocity. The DOC outlet temperature error remains within ±11 ◦C.
ta obtained with a 3-in. long DOC.
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Fig. 12. Results of Tout control during large gas velocity variations. The gas flow rate is an image of the gas velocity. The DOC outlet temperature error remains within ±10 ◦C.
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xperimental data obtained with a 4-in. long DOC.

.1.1. Scenario 1: large gas velocity variations
This situation is close to a drop-to-idle situation. It corresponds

o a realistic and problematic case of interest. This situation typi-
ally happens when a vehicle switches from motorway driving to
rban driving. Once the regeneration process has started, in order
o save fuel, regeneration time and catalyst wear, it is better to
ontinue the regeneration process.

Drop-to-idle tests are among the most difficult situations to con-
rol. Control difficulties in this kind of situations are that (i) large
rop in gas velocity implies large non-compensable temperature
ffects (undershoot); (ii) large drop in gas velocity implies large
elay variation. Also, the final delay (i.e. the delay after the varia-
ion) is very large; (iii) the disturbance reductants flow is varying
o a large extent.

Dealing with large gas velocity increase is easier than dealing
ith gas velocity decrease because the final delays (delays after

he variation) are small. Small-delay situations can be efficiently
reated by feedback control. Also, the disturbance reductants flow
ate is almost zero in this situation.

Note that the presented case does not exactly correspond to
n “idle” point. This is because it is difficult to keep a reasonable
OC inlet temperature level. The corresponding level of distur-
ance reductants is high, and it varies so that there is a real need
o estimate them. Theoretical estimation is beyond the scope of
his work. Empirical estimation is difficult because of the emis-
ions variability. On low-load low-speed engine operating points,
isturbance reductants cause inlet-to-outlet steady-state temper-
ture rise as high as 100 ◦C with high variability. A little time has
een spent on this point with this setup. It has been preferred to
ocus on another setup to obtain the results presented in the next
cenarios.

In Fig. 11,  the inlet gas flow rate sensor measurement is
epresented. At t ≈ 160 s, the engine operating point is changed
n a 3-s transition from 2500 rpm-9 b (IMEP) to 1000 rpm-
 b (IMEP). From this time the inlet temperature continuously
ecreases in a medium range. One can report to Fig. 11 to
et the corresponding steady-state disturbance HC emissions
evels.
5.1.2. Scenario 2: experimental full range cycle
The situation presented in Fig. 12 corresponds to large and

dynamic gas velocity transients. It corresponds to an aggressive
driving situation.

This test stresses the controller ability to deal with large and
frequent gas velocity variations. These variations are higher and
more frequent than those taking place during a normalized Euro-
pean driving cycle. Then, this situation might seem more difficult to
control. However, this is not the case, because in this situation the
gas velocity often increases to high values. When these values are
reached, the delay becomes very small and the presented feedback
control is very efficient. Hence, these high gas velocity values regu-
larly “reset” the history in the DOC, which can be viewed as a finite
memory system, as well as feedforward correction errors. This is
described by the general formula (9) in which ı is small when ϑ is
high.

5.1.3. Scenario 3: experimental urban cycle
The test presented in this section corresponds to the urban part

of the normalized European driving cycle (NEDC). It is composed of
four ECE driving cycles. It is usually run when the engine is cold to
test engine pollutant emission levels. However, DPF regeneration
phases are started with warm engine. So, the presented test is run
when the engine is already warm.

Although this test (presented in Fig. 13)  is less aggressive than
the full range cycle presented in Scenario 2 for example, it rep-
resents one of the most difficult situation to control, together
with the drop-to-idle test. In fact, operating points are continu-
ously in difficult to control zones, which gather the four following
difficulties: (i) zones where delays vary on the sensitive part of
the curve as pictured in Fig. 14; (ii) zones where the length of
combustion is strongly impacted, leading to large and frequent
non-compensable disturbance effects; (iii) zones where the inlet
temperature largely varies; (iv) zones where the disturbance reduc-

tants flow rate largely varies. Hence, it is not more difficult to
control larger and more frequent variations. Then, this experiment
is considered particularly relevant to test the controller perfor-
mance.
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Fig. 13. Results of Tout control for the urban part of the NEDC driving cycle. The DOC ou
4-in.  long DOC.
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ig. 14. Illustration of delays involved during an urban cycle. Experimental step test
ata – for control model calibration – are identified to a first order plus delay model
sing a least mean-square algorithm.

.2. Conclusions

The proposed control strategy has been tested on an engine
estbench. Experimental results are close to the best achievable
erformance (see Section 4.2) in particularly difficult situations:
rban driving cycle and large gas velocity transients. In particular,
erformance on the urban part of the NEDC cycle obtained with a
-in. long DOC is ±15 ◦C about the setpoint value.

. Conclusion

In this article, the problem of the thermal control of a DOC (diesel

xidation catalyst) as used in aftertreatment systems of diesel vehi-
les has been studied. It has been stressed that the one-dimensional
istributed nature of the DOC causes long and largely varying time
esponses of the outlet temperature (measured output variable) to
tlet temperature error remains within ±15 ◦C. Experimental data obtained with a

HC flow (control variable) and inlet temperature (measured dis-
turbance). A first contribution of the paper is the control model
of Section 4.1.1 (Fig. 4), describing the response of the system to
these two input signals. Then, it has been shown that a model-
based approach successfully addresses the problem of DOC  outlet
temperature control despite large and frequent disturbances. The
controller detailed in Section 4.3 and pictured in Fig. 10 is the
second contribution of the article. Conveniently, it has few param-
eters and requires light calibration effort. It accounts for the main
physical observations that can affect the control performance. The
proposed strategy is mainly dedicated to disturbances rejection. It
synchronizes the HC flow (control variable) to the inlet tempera-
ture (measured disturbance). It is completed by an integral effect
feedback control strategy, based on the delay evaluation from the
proposed control model. Further, an additional feedforward con-
trol strategy partially compensates for effects related to gas velocity
variations (measured disturbance). Altogether, the solution proves
to be efficient on an engine testbench. It leads to a control perfor-
mance among the best practically achievable results: for the tested
4-in. long DOC, the outlet temperature can be kept within ±15 ◦C of
the setpoint on the urban part of the normalized European driving
cycle (NEDC) [1].

Appendix A. Main steps leading to the proposed
(advection-diffusion) model

This appendix gives some insight on how the model (1) can be
derived. A model describing two phases exchanging energy through
two hyperbolic equations is presented. Main steps leading to its
approximation by a parabolic advection-diffusion model are pre-
sented. To obtain this model, a low-order series expansion of the
partial differential equation is performed.

A.1. Two-phase reduced model
Numerous models have been used and improved since the 1960s
for oxidation catalysts. Following the review of [5],  several key sim-
plifying assumptions are usually considered. A model for the DOC
can be written as (17). It is obtained from energy balances for the gas
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nd the solid phases. Corresponding assumptions will be described
ereafter.

ε	gCp
∂T
∂t

(z, t)︸  ︷︷  ︸
Gas storage term

+ F(t)
Acell

Cp
∂T
∂z

(z, t)︸  ︷︷  ︸
Advection term

= −hgGa (T(z, t) − Ts(z, t))︸  ︷︷  ︸
Convection term

(1 − ε)	sCps
∂Ts
∂t

(z, t)︸  ︷︷  ︸
Solid storage term

= hgGa (T(z, t) − Ts(z, t))︸  ︷︷  ︸
Convection term

+ Gca

NM∑
j=1

Rj(t) · hj

︸  ︷︷  ︸
Heat source term

 and Ts are the gas and monolith temperature, 	g and 	s are the
as and monolith densities, Cp and Cps are the specific heat of the
as and of the monolith, ε is the ratio of gas volume to total volume
void ratio), Acell is the mean cell cross-sectional area (wall and
hannel), hg is the convective heat transfer coefficient between gas
nd solid, Ga is the geometric surface area-to-volume ratio, Gca is
he catalytic surface area-to-volume ratio, Rj is the rate of reaction
f species j, hj is the enthalpy of chemical species j, and NM is the
umber of considered species. For more details on these variables,
he reader can refer to [5].

In the proposed model of Section 3.1 (dedicated to DPF regen-
ration), several assumptions are made: the DOC is supposed to
e thermally isolated and heat losses to the surroundings are
eglected, axial diffusion in the fluid and solid phases can be
eglected, the Nusselt and Sherwood numbers [12] (respectively,

ncluded in hg and Rj) can be assumed constant. Further, in the pro-
osed model, the source term is lumped into a function � defined
y

� (z, u(t), v(t)) =  (u(t), v(t)), 0 ≤ z ≤ Lc(v(t))

� (z, u(t), v(t)) = 0, Lc(v(t)) < z ≤ L
(18)

xothermic reactions are lumped into a single source term, dis-
urbance reductants are considered separately from this term, the
ource term is independent of catalyst temperature, chemical and
hermal dynamics are decoupled, � (z, u(t), v(t)) can be described
y a uniform profile as stated by (18), the reactive length Lc can be
odeled as a function of variable v only, and temperature rise can

e expressed as a function of the gas velocity only. More details on
hese assumptions can be found in [7].  Then, the model (17) can be
ewritten as

∂T
∂t

(z, t) + v(t)
∂T
∂z

(z, t) = −k1(T(z, t) − Ts(z, t))

∂Ts
∂t

(z, t) = k2(T(z, t) − Ts(z, t)) + � (z, u(t), v(t))

(19)

here parameters can be related to the physical parameters in (17)
ith

k1 = hgGa
ε	gCp

k2 = hgGa
(1 − ε)	sCps

v(t) = F(t)
	gεAcell

= F(t)
	gA0

(20)

.2. Advection-diffusion equation approximation

In (19), neglecting the gas thermal storage term ∂T/∂ t (which is a
easonable assumption), derivating the first equation with respect
o t, and substituting Ts and ∂Ts/∂ t in the second equation leads to

not considering the source term here)

∂T(z, t)
∂t

+ ϑ
∂T(z, t)
∂z

+ �

ϑ

∂2
T(z, t)
∂t∂z

= 0 (21)

[
[
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(17)

Following [13], T is expanded in the series (when ε � �/ϑ = v/k1
is small) T = T0 + εTε + ε2Tε2 + . . .,  where T0 is the solution of the
following advection equation

∂T0(z, t)
∂t

+ ϑ
∂T0(z, t)
∂z

= 0 (22)

On one hand, expanding solutions of T in ε for (21) leads to

ε
∂2
T0

∂t∂z
+ ε
∂Tε
∂t

+ ϑε
∂Tε
∂z

+ ε2 ∂
2
Tε

∂t∂z
+ . . . = 0

On the other hand, expanding solutions of T in ε
for the advection-diffusion equation (∂ T(z,t)/∂ t) + ϑ(∂ T(z,
t)/∂ z) = �(∂ 2T(z, t)/∂ z2) leads to

ε
∂2
T0

∂t∂z
+ ε
∂Tε
∂t

+ ϑε
∂Tε
∂z

− ε2ϑ
∂2
Tε
∂z2

+ . . . = 0

So, expanding solutions of T in ε for (21) and for the advection-
diffusion equation leads to the same equations up to order 1 in ε,
i.e. T0 and Tε are the same in both cases. In this way they are simi-
lar: their asymptotic expansions are equal up to order 1 (included)
(see [7,13] for further calculation details). Considering these results
yields the model (1).

Another way to proceed to highlight the relationship between
the two partial differential equations is as follows. Successively, one
can differentiate the simple cascade of partial differential equations
obtained for each term T0, Tε,. . .by matching powers of ε. A summa-
tion of those differential relations makes the sought-after diffusion
equation appear, along with a (distributed) source term, taking the
form of a series, whose magnitude is ε3, which, again, suggests that
the two equations are indeed closely related.

References

[1] Ecopoint Inc., DieselNet, Available online: http://www.dieselnet.com/.
[2] E. Bisset, Mathematical model of the thermal regeneration of a wall-flow mono-

lith diesel particulate filter, Chem. Eng. Sci. 39 (1984) 1232–1244.
[3] L. Achour, Dynamique et contrôle de la régénération d’un filtre à particules

diesel, Ph.D. Thesis, École des Mines de Paris—MINES ParisTech (2001).
[4] G. Koltsakis, A. Stamatelos, Catalytic automotive exhaust aftertreatment, Prog.

Energy Combust. Sci. 23 (1997) 1–39.
[5] C. Depcik, D. Assanis, One-dimensional automotive catalyst modeling, Prog.

Energy Combust. Sci. 31 (2005) 308–369.
[6] S. Oh, J. Cavendish, Transients of monolithic catalytic converters: response to

step changes in feedstream temperature as related to controlling automobile
emissions, Ind. Eng. Chem. 21 (1982) 29–37.

[7] O. Lepreux, Model-based temperature control of a diesel oxidation catalyst,
Ph.D. Thesis, École des Mines de Paris—MINES ParisTech (2009).

[8]  A. Frobert, Y. Creff, O. Lepreux, L. Schmidt, S. Raux, Generating thermal con-
ditions to regenerate a DPF: impact of the reductant on the performances of
diesel oxidation catalysts, SAE Paper 2009-01-1085, April 2009.

[9] O. Lepreux, Y. Creff, N. Petit, Practical achievable performance in diesel oxi-
dation catalyst temperature control, Oil Gas Sci. Technol.–Rev. IFP Energies
nouvelles 66 (2011) 693–704.

10] J.R. Cannon, The One-dimensional Heat Equation, Vol. 23 of Encyclopedia of
Mathematics and its Applications, Addison-Wesley Publishing Company, 1984.

11] O. Lepreux, Y. Creff, N. Petit, Model-based control design of a diesel oxidation
catalyst, in: Proc. of ADCHEM 2009, International Symposium on Advanced
12] M.N. Osizik, Basic Heat Transfer, McGraw-Hill, 1977.
13] A.M. Il’in, The exponential boundary layer, in: M.V. Fedoryuk (Ed.), Partial Dif-

ferential Equations V: Asymptotic Methods for Partial Differential Equations,
Springer-Verlag, 1998 (Section V.1).

http://www.dieselnet.com/

	Model-based temperature control of a diesel oxidation catalyst
	1 Introduction
	2 Control problem
	2.1 Input–output description
	2.2 Experimental setup

	3 Reduced model
	3.1 Proposed reduced model
	3.2 Experimental validation under variable gas velocity conditions

	4 Control strategy
	4.1 Control strategy for a constant reactive length
	4.1.1 Proposed control model
	4.1.2 Delay evolution under variable gas velocity conditions
	4.1.3 Feedforward control strategy for a constant reactive length
	4.1.4 Feedback control

	4.2 Generalization of the control law for variable gas velocity
	4.3 Summary of control problem and solution

	5 Experimental results
	5.1 Experimental results
	5.1.1 Scenario 1: large gas velocity variations
	5.1.2 Scenario 2: experimental full range cycle
	5.1.3 Scenario 3: experimental urban cycle

	5.2 Conclusions

	6 Conclusion
	Appendix A Main steps leading to the proposed (advection-diffusion) model
	A.1 Two-phase reduced model
	A.2 Advection-diffusion equation approximation

	References


