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Abstract—This paper addresses the general problem of the equilibrium regulation of potentially unstable linear systems with an unknown input time-delay and unknown parameters in the plant. We extend recent results from the literature where such systems are treated using a backstepping approach applied to a distributed parameters system representation of the delay. Furthering previous approaches, our contribution concerns on-line adaptation of the delay. We develop a local asymptotic convergence result for single-input systems. It is illustrated in simulations on the control of the Air-Fuel Ratio in Spark Ignition engines. The results on this particular example stress the merits of the proposed control algorithm which, with reduced implementation difficulties, reveals sympathetic to on-line applications.

I. INTRODUCTION

Time-delay phenomena, commonly introduced by actuators and sensors involved in feedback loops, and often modeled as lags at the system input, can be encountered in many engineering field of interest and represent a challenge in control design (see e.g. [13]).

Following the well-known Smith Predictor [14], such problems are usually treated with predictor-like feedback approaches, based on the Arstein reduction (see [1]) and designed to overcome some of the inherent problems of the conventional Smith Predictor [12]. Among these problems are its lack of robustness to delay or plant parameters mismatches.

Recently, (see [7],[8],[9]), a new approach of this type has been proposed to treat such systems. It is a form of backstepping boundary control for partial differential equations (PDEs), modeling the actuator delay as a transport process. The main merit of this approach is to enable the usage of systematic tools to design a general adaptive control scheme accounting for uncertainties including unknown delay [4] [5]. In particular, these tools can be used for systems with an uncertain delay of significant length, for which it is well known that the Padé approximation, which also yields a formulation compliant with adaptive control techniques, is not adapted (see e.g. [2]).

In this paper, we apply these tools to control a class of potentially open-loop unstable systems, with an uncertain (single) input time-delay and uncertain parameters in the plant. Following [3], we extend the design presented in [5] by alleviating the assumption that the full actuator state (i.e. the past values of the input) is known over an interval equal to the delay, like usually considered in [5] [8] [9]. This lack of information does not prevent us from stabilizing the system around the tracked trajectory, but this is done at the expense of global asymptotic stability, which becomes only local (i.e. we require that the estimates of the delay and the plant parameter are sufficiently close to their true values and that both the system state and the actuator state are close to the set point).

This modification in the adaptive control makes it sympathetic with most engineering problems, where the actuator state is not always measurable, or at least often highly uncertain. Furthering the approach proposed in [3], we account for delay adaptation laws, of practical importance for applications. As is proven, the arising strategy is compatible with various such update laws. This is the main contribution of this paper. An illustrative example is provided.

Due to the introduction of delay adaptation laws, significant changes must be considered in the proof technique, compared to [3]. These are discussed.

The paper is organized as follows. In Section II, we describe the general framework of the problem under consideration and briefly discuss it before presenting in Section III the general adaptive control strategy we propose. Two classes of delay update laws are considered. In Section IV, we prove the convergence properties of the control and illustrate it in Section V, with simulations of the control of the Air/Fuel Ratio (AFR) in Spark-Ignition (SI) engines.

II. PROBLEM STATEMENT AND ASSUMPTIONS

Consider the following potentially open-loop unstable delay system

\begin{align}
\dot{X}(t) &= A_\theta X(t) + B_\theta U(t - D) \\
Y(t) &= CX(t),
\end{align}

where \( X \in \mathbb{R}^n \) is the state and \( U \) is a scalar input. \( D > 0 \) is an unknown (potentially long) constant delay and we assume that the system matrix \( A(\theta) \) and the input vector \( B(\theta) \) are linearly parametrized under the form

\begin{equation}
A(\theta) = A_0 + \sum_{i=1}^{p} A_i \theta_i \quad \text{and} \quad B(\theta) = B_0 + \sum_{i=1}^{p} B_i \theta_i, \tag{3}
\end{equation}

where \( \theta \) is an unknown constant vector of parameters belonging to a convex closed set \( \Pi = \{ \theta \in \mathbb{R} | \mathcal{P}(\theta) \leq 0 \} \subset \mathbb{R}^p, \) where \( \mathcal{P} : \mathbb{R}^p \rightarrow \mathbb{R} \) is a smooth convex function.
Following [5], several assumptions are made.

Assumption 1: The convex closed set $\Pi$ is known and bounded. An upper bound $\bar{D}$ and a lower bound $\underline{D} > 0$ of the delay $D$ are known.

Assumption 2: For a given set point $Y^r$, we assume that there exists known functions $X^r(\theta)$ and $U^r(\theta)$ continuously differentiable in the parameter $\theta \in \Pi$ which satisfy, for all $\theta \in \Pi$,

$$0 = A(\theta)X^r(\theta) + B(\theta)U^r(\theta), \quad Y^r = CX^r(\theta) \quad (4)$$

Assumption 3: We assume that the pair $(A(\theta), B(\theta))$ is controllable for each $\theta \in \Pi$ and that there exists a triple of vector/matrix functions $(K(\theta), P(\theta), Q(\theta))$ such that
i) $P(\theta)$ and $Q(\theta)$ are positive definite and symmetric for each value of $\theta \in \Pi$
ii) the following Lyapunov equation is satisfied for $\theta \in \Pi$

$$P(\theta)(A + BK(\theta)) + (A + BK(\theta))^TP(\theta) = -Q(\theta) \quad (5)$$

iii) $(K, P) \in C^1(\Pi)^2$ and $Q \in C^0(\Pi)$.  

Assumption 4: The following quantities are well-defined

$$\underline{\lambda} = \inf_{\theta \in \Pi} \min \{\lambda_{\min}(P(\theta)), \lambda_{\min}(Q(\theta))\} \quad (6)$$

$$\overline{\lambda} = \sup_{\theta \in \Pi} \lambda_{\max}(P(\theta)) \quad (7)$$

The control objective is to have system (1) track the set-point $Y^r$ through a full-state feedback. Among these assumptions, only one is truly restrictive: Assumption 3 requires the equivalent delay-free form of the system (1) to be controllable. This is a reasonable assumption to guarantee the possibility of regulation about the constant reference $Y^r$. Assumptions 1 and 2 are formulated for well-posedness of the problem. Finally, Assumption 4 is formulated for Lyapunov design purposes only. We illustrate the feasibility of these assumptions in the application treated below.

As a final remark, we wish to stress that neither the considered reference $U^r$, nor the state reference $Y^r$ depends on time or delay, because the reference $Y^r$ is constant. This point is crucial in the control design.

III. CONTROL DESIGN

We now present the control method we propose. It is a generalization of the approach [3], in the sense that multidimensional state are considered and, most importantly, delay adaptation laws (see Assumption 5 below) are incorporated into the convergence analysis.

We start our analysis by introducing the distributed input $u(x,t) = U(t + \bar{D}(t))$, $x \in [0,1]$. The plant (1) can be represented under the form

$$\dot{X}(t) = A(\theta)X(t) + B(\theta)u(0,t) \quad (8)$$

$$Dw(x,t) = u_s(x,t) \quad (9)$$

$$u(1,t) = U(t) \quad (10)$$

where the delay is accounted for by the transport equation whose speed of propagation is $1/D$. Unfortunately, because this speed is uncertain, even if the applied input $U(t)$ is fully known, one cannot deduce the value of $u(x,t)$ for each $x \in [0,1]$ from it. Therefore, we introduce an estimate

$$\hat{u}(x,t) = U(t + \hat{D}(t)(x-1))$$

of the distributed input, using an estimate $\hat{D}$ of the delay.

Consider the following error variables

$$\tilde{X}(t) = X(t) - X^r(\hat{\theta}) \quad (11)$$

$$\tilde{U}(t) = U(t) - U^r(\hat{\theta}) \quad (12)$$

$$\tilde{e}(x,t) = u(x,t) - u^r(\hat{\theta}) \quad (13)$$

$$\tilde{e}(x,t) = \hat{u}(x,t) - u^r(\hat{\theta}) \quad (14)$$

$$\tilde{e}(x,t) = e(x,t) - \hat{e}(x,t) = u(x,t) - \hat{u}(x,t) \quad (15)$$

where $\hat{\theta}$ is an estimate of the parameter $\theta$. In details, (11)-(14) all account for the estimation error of the unknown parameter, with (11) representing the state tracking error and (12)-(14) the input tracking error, while (15) is the estimation error of the distributed input.

The infinite-dimensional state of the system and the actuator estimation error are fully described by the vector $\{\tilde{X}, \tilde{U}, \tilde{e}, \hat{\theta}\}$; other choices can be done, but this one is particularly suitable in the Lyapunov analysis of convergence.

When both the delay and the parameters of the system are known, the following controller (see [1]) achieves asymptotic stabilization of system (1) toward 0

$$U(t) = KX_p(t + D) = K\left[e^{A\hat{\theta}}X(t) + \int_{t-D}^t e^{A(\theta-s)}BU(s)ds\right] \quad (16)$$

This controller can be viewed as a delay-version of the delay-free controller $U(t) = KX(t)$, where $X_p(t + D)$ should be understood as a D-units of time ahead prediction of the system state, starting from $X(t)$ as initial condition, and driven by the control history over the D-units of time window. This control has been interpreted in [7] as the result of a backstepping transformation of the transport partial differential equation (PDE) (9) \footnote{This transformation is made to convert the plant (8)-(10) into the target system $\dot{X}(t) = (A + BK(\theta))X(t) + B(\theta)\mathbf{w}(0,t)$ $Dw(x,t) = w_s(x,t)$ with the boundary condition $w(1,t) = 0$.}. We follow this analysis, and the one pursued in [4] and [5]. We employ here the control law

$$U(t) = U^r(\hat{\theta}) + K(\hat{\theta})\tilde{X}_p(t + \hat{D})$$

$$= U^r(\hat{\theta}) - K(\hat{\theta})X^r(\hat{\theta}) + K(\hat{\theta})[e^{A(\hat{\theta})\hat{D}}X(t) + \hat{D}(t)\int_0^1 e^{A(\hat{\theta})\hat{D}(1-y)}B(\hat{\theta})\hat{u}(y,t)dy], \quad (17)$$

based on the certainty equivalence principle. The update law $\hat{\theta}$ is chosen as

$$\dot{\hat{\theta}}(t) = \gamma_0\text{Proj}_{\Pi}(\tau_0(t)) \quad (18)$$

$$\tau_{\theta,i}(t) = h(t) \times (A(\theta)X(t) + B(\theta)\hat{u}(\hat{\theta})) \quad (19)$$

$$h(t) = \left[\frac{\left(\tilde{X}(t)^TP(\hat{\theta}) - \hat{D}K(\hat{\theta})\int_0^1 (1+x)\tilde{w}(x,t) + A(\hat{\theta})\hat{D}\tilde{w}_s(x,t)\right)\hat{\theta}}{b_2}\right]e^{A(\theta)\hat{D}}dx \quad (20)$$

$$\left(\tilde{X}(t)^TP(\hat{\theta}) - \hat{D}K(\hat{\theta})\int_0^1 (1+x)\tilde{w}(x,t) + A(\hat{\theta})\hat{D}\tilde{w}_s(x,t)\right)e^{A(\theta)\hat{D}}dx \quad (20)$$
with $\gamma_0 > 0$, $1 \leq i \leq p$ and where the transformed estimate state of the actuator satisfies the following Volterra integral equation of the second kind
\[
\hat{w}(x,t) = \hat{e}(x,t) - D \int_0^x K(\theta) e^{A(\theta)(x-y)} B(\theta) \hat{e}(y,t) dy \\
- K(\theta) e^{A(\theta)\Delta_5} \hat{x}(t)
\]  \hspace{1cm} (21)

In (19), the matrix $P$ is the one considered in Assumption 3, the constant $b_2$ is chosen such that $b_2 \geq 8 \sup_{\theta \in \Theta} |P B(\theta)|^2 / \lambda$, and $\Proj_\Pi$ is the standard projector onto the convex set $\Pi$.

\[
\Proj_\Pi \{ \tau_\theta \} = \tau_\theta \begin{cases}
1, & \hat{\theta} \in \hat{\Pi} \text{ or } \nabla_\theta \hat{\theta}^T \tau_\theta \leq 0 \\
1 - \frac{\nabla_\theta \hat{\theta}^T \tau_\theta}{\nabla_\theta \hat{\theta}^T \tau_\theta}, & \hat{\theta} \in \partial \Pi \text{ and } \nabla_\theta \hat{\theta}^T \tau_\theta > 0
\end{cases}
\]  \hspace{1cm} (22)

From a comparison of (17)-(22) to the corresponding equation in [5], one can notice that the main difference consists in the use of the estimate actuator state $\hat{u}$ and actuator tracking error $\hat{e}$ (instead of the unmeasured value $u$ and $e$) respectively in the control law and the transformed state of the actuator. Two consequences arise from this design. First, the expression of the parameter update law (18)-(20) involves a spatial derivative of the transformed actuator state, which implies the use of a $H_1$-norm of the transformed actuator state in the Lyapunov analysis, as it will appear in the following section. Secondly, the result stated in Theorem 1 involves the initial condition of the errors dynamics to be sufficiently close to zero.

The update law of the delay estimate is characterized by the following “growth condition”.

**Assumption 5:** There exists positive constants $\gamma_0 > 0$ and $M > 0$ such that
\[
\dot{D}(t) = \gamma_0 \Proj_{[D, D]} \{ \tau_D(t) \}
\]

where, for sake of simplicity and conciseness, $|.|$ represents the usual euclidean norm, $\| . \|$ represents the spatial $L^2$-norm and $\Proj_{[D, D]}$ is the standard projector on the interval $[D, D]$.

**Theorem 1:** Let Assumptions 1-4 hold and consider the closed-loop system consisting of (8)-(10), the control law (17), the update law defined through (18)-(22) and a delay update law satisfying Assumption 5. Let us define
\[
\Gamma(t) = |X(t)|^2 + ||e(t)||^2 + ||\hat{e}(t)||^2 + ||\hat{e}_x(t)||^2 \\
+ \hat{D}(t)^2 + ||\hat{\theta}(t)||^2
\]  \hspace{1cm} (23)

There exists $\gamma > 0$, $R > 0$ and $\rho > 0$ such that, provided the initial state $(\hat{X}(0), e_0, \hat{e}_0, \hat{e}_x(0), \hat{\theta}(0), \hat{D}(0))$ is such that $\Gamma(0) < \rho$ and if $(\gamma_0, \gamma_0) \in (0, \gamma^2)^2$, then
\[
\forall t \geq 0, \quad \Gamma(t) \leq e^{-\gamma_0 t} \Gamma(0),
\]  \hspace{1cm} (24)

\[
\lim_{t \to \infty} Y(t) = Y^*, \quad \lim_{t \to \infty} \hat{X}(t) = 0 \quad \text{and} \quad \lim_{t \to \infty} \hat{D}(t) = 0
\]  \hspace{1cm} (25)

Comparing again this result with the one established in [5], we observe that the norms of both the estimate $\hat{e}$ and its spatial derivative have replaced the one of the unmeasured true tracking actuator state $e$ in the definition of $\Gamma$ (23). Further, comparing it with the one given in [3], one can notice that the norm of the delay estimation error has been added in (23) and that a significant different consists in the formulation of a very general “growth condition” for the delay update law. This condition is consistent with the one given in [5] (Case 1). It allows us to update the delay estimate while guaranteeing the stability property (24). The Case 2 in Assumption 5 allows one to consider more sharp update provided that their point is the direction of estimation improvement.

**IV. PROOF OF THEOREM 1**

**A. Lyapunov Analysis**

In this section, we prove the stability result asserted in Theorem 1 with the use of the following Lyapunov-Krasovskii functional candidate
\[
V(t) = \bar{X}^T(t) P(\hat{\theta}) \bar{X}(t) + b_1 D \int_0^1 (1 + x) \hat{e}(x,t)^2 dx \\
+ b_2 \hat{D}(t) \left[ \int_0^1 (1 + x) \hat{w}(x,t)^2 dx + \int_0^1 (1 + x) \hat{w}_x(x,t)^2 dx \right] \\
+ b_3 (\hat{\theta}(t))^2 / \gamma_0 + b_3 \hat{D}(t)^2 / \gamma_0,
\]  \hspace{1cm} (26)

where $P$ is defined in assumption (3) and $b_1$, $b_2$ and $b_3$ are positive constants. This functional is equivalent to $\Gamma$, as will be shown, but reveals helpful in the analysis. Indeed, the factor $(1 + x)$ under the integral is handy through integration by parts (and involves directly the expression of the parameter update law (20)). Besides, the variables $(\hat{X}, \hat{e}, \hat{w})$ are more suitable for calculations than the original ones $(X, e, \dot{e})$, due to their boundary conditions equal to zero. The equivalence of these two sets of variable could be easily understood considering the transformation (21) along with its inverse
\[
\hat{e}(x,t) = \hat{w}(x,t) + \hat{D}(t) \int_0^x K(\hat{\theta}) e^{A+BK(\hat{\theta})(x-y)} B(\hat{\theta}) \hat{e}(y,t) dy
\]  \hspace{1cm} (27)

Using these two transformations, the transformed system $(\hat{X}, \hat{e}, \hat{w})$ can be written as
\[
\dot{\hat{X}}(t) = (A + BK(\hat{\theta})) \hat{X}(t) + B(\hat{\theta}) \hat{w}(0,t) + B(\hat{\theta}) \dot{e}(0,t)
\]  \hspace{1cm} (28)

\[
\dot{\hat{D}}(t) \hat{w}(x,t) = \hat{w}(x,t) - \hat{D}(t) r(x,t) - K(\hat{\theta}) \hat{e}(x,t) - D(\hat{\theta}) p(x,t)
\]  \hspace{1cm} (29)

\[
\hat{\theta}(1,t) = 0
\]  \hspace{1cm} (30)

\[
\dot{D}(t) \hat{w}_x(x,t) = \hat{w}_x(x,t) - \hat{D}(t) r(x,t) - D(\hat{\theta}) p(x,t)
\]  \hspace{1cm} (31)

\[
\hat{\theta}(1,t) = 0
\]  \hspace{1cm} (32)

where $\hat{D}(t) = D - \hat{D}(t)$ is the estimation error of the delay, $\hat{\theta}(t) = \theta_0 - \hat{\theta}(t)$ is the estimation error of the parameter and $\hat{A} = \sum_{i=1}^p A_i \hat{\theta}_i(t)$ and $\hat{B} = \sum_{i=1}^q B_i \hat{\theta}_i(t)$ are linear quantities in the estimation error of the parameter.
The quantities \( r(x,t) \) and \( p_0 \) and the vectors \( q(x,t) \) and \( p(x,t) \) can be expressed as functions of \( \tilde{X}(t) \), \( \hat{e}(x,t) \), \( \hat{w}_x(t) \) and \( \hat{w}_c(t) \), whose expressions are given in Appendix A. Since our Lyapunov analysis will involve a \( H_1 \) norm of \( \hat{w} \), we also need the governing equation of the \( \hat{w}_c \) system:

\[
\dot{\hat{w}}_c(x,t) = \hat{w}_{xc}(x,t) - D(t)\hat{D}(t)\hat{p}_0(x,t)
\]

\[
- D(t)\hat{D}(t)^T p_s(x,t) - D(t)\hat{D}(t)^T q_s(x,t)
\]

\[
- \hat{D}(t)KA(\hat{\theta})e^{A(\hat{\theta})\hat{D}(t)^T}B(\hat{\theta})\hat{e}(0,t)
\]

(31)

\[
\hat{w}_c(x,t) = D(t)\hat{D}(t)p_0(1,t) + D(t)\hat{D}(t)p(1,t)
\]

\[
+ D(t)K(\hat{\theta})e^{A(\hat{\theta})\hat{D}(t)^T}B(\hat{\theta})\hat{e}(0,t)
\]

(32)

Taking the time derivative of \( V \), with the use of the previous dynamic equation (28)-(32) and of suitable integrations by parts (to use the properties (29) and (30)), we obtain

\[
\dot{V}(t) = -\tilde{X}(t)Q(\hat{\theta})\tilde{X}(t) + 2\tilde{X}(t)^T PB(\hat{\theta})[\hat{w}_x(0,t) + \hat{e}(0,t)]
\]

\[
+ 2\tilde{X}(t)^TP(\hat{\theta})[\tilde{X}(t) + B\hat{u}(0,t)]
\]

\[
- 2\tilde{X}(t)^TP(\hat{\theta})\frac{\partial X^T}{\partial \theta} + \sum_{i=1}^p \hat{\theta}_i(\tilde{X}(t)^T \frac{\partial P}{\partial \theta_i} \tilde{X}(t))
\]

\[
+ b_1 \left( -\hat{e}(0,t)^2 - \|\hat{e}(t)\|^2 - 2\tilde{D} \int_0^1 (1+x)\hat{e}(x,t)r(x,t)dx \right)
\]

\[
- 2\tilde{D}\int_0^1 (x^2 - 1)\hat{e}(x,t)r(x,t)dx + b_2 \left( -\hat{w}_c(0,t)^2 \right.
\]

\[
- \|\hat{w}_c(t)\|^2 - 2\tilde{D}\int_0^1 (1+x)\hat{w}_c(x,t)p_0(x,t)dx
\]

\[
- 2\tilde{D}(t)\hat{D}(t)^T \int_0^1 (1+x)\hat{w}_c(x,t)p_0(x,t)dx
\]

\[
- 2\tilde{D}(t)\hat{D}(t)^T \int_0^1 (1+x)\hat{w}_c(x,t)q_s(x,t)dx
\]

\[
- 2\tilde{D}(t)\hat{e}(0,t) + \int_0^1 (1+x)\hat{w}_x(x,t)K(\hat{\theta})e^{A(\hat{\theta})\hat{D}(t)^T}B(\hat{\theta})\hat{e}(0,t)dx
\]

(33)

\[
+ b_2 \left( 2\hat{w}_c(0,t)^2 - \hat{w}_c(0,t)^2 - \|\hat{w}_c(t)\|^2 \right.
\]

\[
- 2\tilde{D}(t)\hat{D}(t)^T \int_0^1 (1+x)\hat{w}_c(x,t)p_0(x,t)dx
\]

\[
- 2\tilde{D}(t)\hat{D}(t)^T \int_0^1 (1+x)\hat{w}_c(x,t)q_s(x,t)dx
\]

\[
- 2\tilde{D}(t)\hat{D}(t)^T \int_0^1 (1+x)\hat{w}_c(x,t)p_0(x,t)dx
\]

\[
- 2\tilde{D}(t)\hat{D}(t)^T \int_0^1 (1+x)\hat{w}_c(x,t)q_s(x,t)dx
\]

\[
- 2\tilde{D}(t)^2\hat{e}(0,t) + \int_0^1 (1+x)\hat{w}_x(x,t)K(\hat{\theta})e^{A(\hat{\theta})\hat{D}(t)^T}B(\hat{\theta})\hat{e}(0,t)dx
\]

\[
+ \hat{D}(t)^T \left( \int_0^1 (1+x)\hat{w}_x(x,t)^2dx + \int_0^1 (1+x)\hat{w}_x(x,t)^2dx \right)
\]

\[
- \frac{2b_2}{\gamma_0} \hat{D}(t)\dot{\theta} - \frac{2b_2}{\gamma_0} \hat{D}(t)\dot{D}(t)
\]

(33)

Using the projection operator properties, the update law (18)-(19) and denoting \( \|f\|_{\infty} = \sup_{\theta \in \Pi} |f(\hat{\theta})| \) with \( f : \Pi \to \mathbb{R}^m \) \((m \geq 1)\), one can bound this expression as follows

\[
\dot{V}(t) \leq - \frac{\lambda}{2} \|\tilde{X}(t)\|^2 - b_1 \int_0^1 \left( \frac{1}{2} + 2M_5 \|\theta\|_{\infty} + M_6 + M_{12} \right)
\]

\[
+ 4M_{11} \|\theta\|_{\infty} + M_{13} \right) \frac{\hat{e}(0,t)^2 - b_2}{2} \|\hat{w}(0,t)^2 - b_1 \|\hat{e}(t)\|^2
\]

\[
- (b_2 - \frac{b_2}{2}) \|\hat{w}_c(t)\|^2 - (b_2 - \frac{b_2}{2}) \|\hat{w}_c(t)\|^2
\]

\[
- b_2 \|\hat{w}_c(0,t)^2 + M_1 \|\tilde{X}(t)\|^2
\]

\[
+ b_1 \|\tilde{D}(t)M_2 \left( \|\tilde{X}(t)\|^2 + \|\hat{e}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_1 \|\tilde{D}(t)M_2 \left( \|\tilde{X}(t)\|^2 + \|\hat{e}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_3 \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_4 \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_5 \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_7 \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_8 \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_9 \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_{10} \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_{11} \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

\[
+ b_2 \|\tilde{D}(t)M_{12} \left( \|\tilde{X}(t)\|^2 + \|\hat{w}(t)\|^2 + \|\hat{w}_c(t)\|^2 \right)
\]

(35)
We choose \( b_1 \geq b_2 \left( \frac{1}{2} + (2M + 4M_1 \| \theta \|_\infty) \| \theta \|_\infty + M_6 + M_{12} + M_{13} \right) \) to make the \( \bar{e}(0, t)^2 \) term disappear, and define \( \eta = \min \left\{ \frac{\Lambda}{2}, b_1, b_2 \right\} > 0 \), and

\[
V_0(t) = \| \tilde{x}(t) \|^2 + \| \tilde{e}(t) \|^2 + \| \tilde{\nu}(t) \|^2 + \| \tilde{\nu}_x(t) \|^2
\]

(36)

From this point, we distinguish the calculations for the two cases of Assumption 5.

1) Case 1 in Assumption 5: In this case, Assumption 5 implies \( |\bar{D}(t)| \leq \gamma_0 M V_0(t) \). Using this inequality in the previous expression, along with (52), and applying Young's inequality to the arising cubic terms, it is easy to get

\[
V(t) \leq - \left( \eta - |\bar{D}(t)| (b_1 M_2 + 2b_3 M) - |\bar{\theta}(t)| b_2 (2M_11 \| \theta \|_\infty + M_3) - 6 \gamma_0 M_{14}(M_0 + M_1 + b_2 [\gamma_0 M_{10} M_{14} + M_4 + M_8]) \right) \\
\times V_0(t) + \left( \gamma_0 M (b_1 M_2 \bar{D} + b_2 M_3 + b_2 M_7 + 2b_2) + 2 \gamma_0 M_{14} (M_0 + M_1 + b_2 (M_6 + M_8) + 4b_2 \gamma_0 M_{10} M_{14}) \right) \\
\times V_0(t)^2 + b_2 \left( \gamma_0^2 M_2 M_9 + 2 \gamma_0^2 M_10 M_{14} \right) V_0(t)^3 \\
- b_2 (1 - \gamma_0 M M_7 V_0(t)) \tilde{w}_x(0, t)^2
\]

(37)

where

\[
m_1 = b_1 M_2 + 2b_3 M \\
m_2 = b_2 (M_5 + 2M_{11} \| \theta \|_\infty) \\
m_3 (\gamma_0) = 6 M_{14} (M_0 + M_1 + b_2 [\gamma_0 M_{10} M_{14} + M_4 + M_8]) \\
m_4 = M (b_1 M_2 \bar{D} + b_2 M_3 + b_2 M_7 + 2b_2) \\
m_5 (\gamma_0) = 2 M_14 (M_0 + M_1 + b_2 (M_6 + M_8) + 4b_2 \gamma_0 M_{10} M_{14}) \\
m_6 = b_2 \left( \gamma_0^2 M^2 M_9 + 2 \gamma_0^2 M_10 M_{14} \right)
\]

(38)

Then, we employ the bounds

\[
|\bar{D}(t)| \leq \left[ \frac{\epsilon}{2} + \frac{(\bar{D}(t))^2}{2 \epsilon} \right] \leq \frac{\epsilon}{2} + \frac{\gamma_0}{2e_3 b_3} (V(t) - \min \left\{ \frac{\Lambda}{2}, b_1 \bar{D}, b_2 \bar{D} \right\} V_0(t)) \\
\leq \frac{\epsilon}{2} + \frac{\gamma_0}{2e_3 b_3} (V(t) - \eta_1 V_0(t))
\]

(39)

\[
|\bar{\theta}(t)| \leq \frac{\epsilon}{2} + \frac{\gamma_0}{2e_2 b_2} (V(t) - \eta_1 V_0(t))
\]

(40)

which yield

\[
V(t) \leq - \left( \eta - m_1 \left[ \frac{\epsilon}{2} + \frac{\gamma_0}{2e_3 b_3} V(t) \right] - m_2 \left[ \frac{\epsilon}{2} + \frac{\gamma_0}{2e_2 b_2} V(t) \right] - \gamma_0 m_3 (\gamma_0) V_0(t) - \gamma_0 m_4 - \gamma_0 \right) \\
\times m_5 (\gamma_0) - m_6 V_0(t) \right) V_0(t)^2 - b_2 \left( 1 - \gamma_0 M M_7 V_0(t) \right) \tilde{w}_x(0, t)^2
\]

Choosing the gain \( \gamma_0 \) and the parameter \( \epsilon \) such that

\[
\gamma_0 < \gamma^* = \min \left\{ 1, \frac{\eta}{m_3(1)} \right\} \\
\epsilon < \min \left\{ \frac{2(\gamma_0 - \gamma_0 m_3(\gamma_0)) m_1 \eta_1}{m_1 + m_2} - \frac{m_2 \eta_1}{2b_3 m_3 M_7} \right\}
\]

and restricting the initial condition so that

\[
V(0) < \min \left\{ \frac{2 \epsilon}{\eta_1 m_4 + \frac{2m_3}{b_3}} \left( \eta - \frac{m_1 + m_2}{2} \right) m_3(1) \right\}, \\
\eta_1 \left( \frac{m_1 \eta_1 \eta_2}{2e_3 b_3} + \frac{m_2 \eta_1}{2e_2 b_2} \right) - \gamma_0 m_4 - \gamma_0 m_5 (\gamma_0) \cdot \frac{s_1 \eta_1}{\gamma_0 M M_7}
\]

we find that

\[
V(t) \leq - \mu_1 (t) V_0(t) - \mu_2 (t) V_0(t)^2
\]

(41)

where \( \mu_1 \) and \( \mu_2 \) are non-negative functions. Therefore,

\[
\forall t \geq 0, V(t) \leq V(0)
\]

(42)

2) Case 2 in Assumption 5: In this case, using the fact that \( \bar{D}(t) \bar{D}(t) \geq 0 \) in (35), one can obtain, instead of (37),

\[
V(t) \leq - \left( \eta - |\bar{D}(t)| b_1 M_2 - |\bar{\theta}(t)| b_2 (M_5 + 2M_{11} \| \theta \|_\infty) \\
- \gamma_0 M (b_1 M_2 \bar{D} + b_2 M_3 + b_2 M_7 + 2b_2 + 2b_2 \gamma_0 M M_9) \\
- 6 \gamma_0 M_{14} (M_0 + M_1 + b_2 [4 \gamma_0 M_{10} M_{14} + M_4 + M_8]) \right) V_0(t) \\
+ 2 \gamma_0 M_{14} \left( \gamma_0 b_2 M_{10} M_{14} + M_0 + M_1 + b_2 (M_8 + M_4) \right) V_0(t)^2 \\
+ 2b_2 \gamma_0 M_{10} M_{14} V_0(t)^3 - b_2 \left( 1 - \gamma_0 M M_7 V_0(t) \right) \tilde{w}_x(0, t)^2
\]

Then, the exact same arguments as before can be used. With the bounds (39)-(40), by introducing the quantities \( n_1, n_2, m_3 (\gamma_0), n_4 (\gamma_0), n_5 (\gamma_0) \) and \( n_6 \), we obtain

\[
V(t) \leq - \left( \eta - n_1 \left[ \frac{\epsilon}{2} + \frac{\gamma_0}{2e_3 b_3} V(t) \right] - n_2 \left[ \frac{\epsilon}{2} + \frac{\gamma_0}{2e_2 b_2} V(t) \right] \\
- \gamma_0 n_3 (\gamma_0) - \gamma_0 n_4 (\gamma_0) \right) V_0(t) - \left( \frac{m_1 \eta_1 \gamma_0}{2e_3 b_3} + \frac{m_2 \eta_1 \gamma_0}{2e_2 b_2} \right) - \gamma_0 \right) \\
\times n_5 (\gamma_0) - n_6 V_0(t) \right) V_0(t)^2 - b_2 \left( 1 - \gamma_0 M M_7 V_0(t) \right) \tilde{w}_x(0, t)^2
\]

B. Equivalence

In view of obtaining (24), starting from (42), we prove that the functional \( \Gamma \) is equivalent to \( V \), i.e. that there exists constants \( a > 0 \) and \( b > 0 \) such that \( aV(t) \leq \Gamma(t) \leq bV(t) \).
Considering (21) and (27), using Young’s and Cauchy-Schwartz inequalities, one obtains

\[ \|\dot{\xi}(t)\|^2 \leq r_1 \|\dot{\omega}(t)\|^2 + r_2 \|\dot{X}(t)\|^2 \]
\[ \|\dot{e}_s(t)\|^2 \leq r_1 \|\dot{\omega}_s(t)\|^2 + r_4 \|\dot{\omega}(t)\|^2 + r_3 \|\dot{X}(t)\|^2 \]
\[ \|\dot{\omega}(t)\|^2 \leq s_1 \|\dot{e}(t)\|^2 + s_2 \|\dot{X}(t)\|^2 \]
\[ \|\dot{\omega}_s(t)\|^2 \leq s_3 \|\dot{e}_s(t)\|^2 + s_4 \|\dot{\omega}(t)\|^2 + s_5 \|\dot{X}(t)\|^2 , \]

where \( r_1, r_2, r_3, r_4, s_1, s_2, s_3, s_4 \) and \( s_5 \) are sufficiently large positive constants. Then, it is easy to get

\[ \Gamma(t) = \max \left\{ 1 + 3r_2 + r_5, 3r_1 + r_4, r_3 \right\} \min \left\{ \lambda, b_1 D, b_2 D, b_3' / \gamma_0, b_3 / \gamma_0 \right\} \vartheta V(t) \]
\[ V(t) = \max \left\{ \hat{\lambda}, 2b_1 D, 2b_2 D, b_2' / \gamma_0, b_2 / \gamma_0 \right\} \times \max \left\{ 1 + 2s_2 + s_5, 2 + s_1 + s_4, s_6, s_7 \right\} \Gamma(t) \]

which gives the equivalence between the two functionals. This proves (24) with \( R = b / a \).

**C. Convergence Results**

We now conclude using Barbalat’s Lemma. Integrating (41) from 0 to \( +\infty \), it is easy to get that \( \dot{X}(t) \) is square integrable. Further, from (8), one easily obtains

\[ \frac{d\|\dot{X}(t)\|^2}{dt} = 2\dot{X}(t) \left( A(\dot{\theta})X(t) + B(\dot{\theta})u(0,t) - \frac{\partial X(t)}{\partial \dot{\theta}} \right) \]

From (42), it follows that \( \|\dot{X}(t)\|, \|\dot{e}(t)\|, \|\dot{\omega}(t)\| \) and \( \|\dot{\omega}_s(t)\| \) are uniformly bounded. Then, with (43), we obtain the uniform boundedness of \( \|\dot{e}(t)\| \). From (17), we conclude that \( \dot{U}(t) \) is uniformly bounded. As \( U'('\dot{\theta}) \) is continuous from Assumption (2) and \( \dot{\theta}(t) \) is uniformly bounded thanks to the projection operators used in the update law, we obtain that \( U(t) \) is also bounded for \( t \geq 0 \). Then, \( u(0,t) = U(t-D) \) is uniformly bounded for \( t \geq D \). Further, from (52), we get the uniform boundedness of \( \|\dot{\theta}(t)\| \). Then, we finally get the uniform boundedness of \( d\|\dot{X}(t)\|^2 / dt \) for \( t \geq D \). We conclude, by Barbalat’s Lemma, that \( \dot{X}(t) \rightarrow 0 \) as \( t \rightarrow \infty \). Then, it is straightforward that \( Y(t) \rightarrow Y' \) as \( t \rightarrow \infty \).

Similarly, we obtain

\[ \frac{d\|\dot{U}(t)\|^2}{dt} = 2\dot{U}(t) \left( K(\dot{\theta}) e^{A(\dot{\theta})D(t)\dot{X}(t)} + \dot{D}(t) G_0(t) \right) \]

where

\[ G_0(t) = K(\dot{\theta}) \left[ e^{A(\dot{\theta})B(t)} \dot{X}(t) + \int_0^1 (I + A(\dot{\theta})D(t)) 1 - y) e^{A(\dot{\theta})D(t)(1 - y)} B(\hat{\theta}) \hat{\theta}(y,t) dy \right. \]
\[ + \int_0^1 e^{A(\dot{\theta})D(t)(1 - y)} B(\hat{\theta}) (1 - y) \hat{e}(y,t) dy \right] \]

\[ G_i(t) = \frac{\partial K}{\partial \theta} \left[ e^{A(\dot{\theta})D(t)\dot{X}(t)} + \dot{D}(t) \int_0^1 e^{A(\dot{\theta})D(t)(1 - y)} B(\hat{\theta}) \hat{\theta}(y,t) dy \right. \]
\[ + \dot{D}(t) \int_0^1 e^{A(\dot{\theta})D(t)(1 - y)} (A_i D(t)(1 - y) B(\hat{\theta}) + B_i) \]

\[ \times \hat{\theta}(y,t) dy - \dot{D}(t) \int_0^1 e^{A(\dot{\theta})D(t)(1 - y)} B(\hat{\theta}) \frac{d\dot{\theta}}{d\theta} \hat{\theta}(y,t) dy \]

\[ H_0(t) = K(\dot{\theta}) \int_0^1 e^{A(\dot{\theta})D(t)(1 - y)} B(\hat{\theta}) \hat{\theta}(y,t) dy \]

The projection operators employed in the update laws give the uniform boundedness of \( \dot{D}(t) \) and \( \hat{\theta} \). Then, using the continuity property of the different operators onto \( \Pi \) and \( [\hat{D}, \tilde{D}] \), one can deduce from the previous analysis that \( G_0(t), G_1(t), \ldots, G_p(t) \) and \( H_0(t) \) are uniformly bounded for \( t \geq 5 \max \left\{ \hat{D}, \tilde{D} \right\} \). Then, from (18)-(20) and (5), one obtains the uniform boundedness of \( \dot{D}(t) \) and \( \hat{\theta}(t) \) for \( 1 \leq i \leq p \). Then, it is easy to conclude that \( d\|\dot{U}(t)\|^2 / dt \) is uniformly bounded. Further, integrating again (41) from 0 to \( +\infty \), \( \|\dot{\omega}(t)\|, \|\dot{X}(t)\| \) and consequently, from (43), \( \|\dot{e}(t)\| \) are square integrable and so is \( \dot{U}(t) \) as, from (17),

\[ \dot{U}(t) = K(\dot{\theta}) \left[ e^{A(\dot{\theta})D(t)\dot{X}(t)} + \dot{D}(t) \int_0^1 e^{A(\dot{\theta})D(t)(1 - y)} B(\hat{\theta}) \hat{\theta}(y,t) dy \right]. \]

Then, one can conclude with Barbalat’s Lemma that \( \dot{U}(t) \rightarrow 0 \) as \( t \rightarrow \infty \).

**V. APPLICATION TO THE AIR/FUEL RATIO CONTROL OF SPARK-IGNITION ENGINES**

In this section, we present and discuss simulation results obtained using the general control strategy developed above. The treated example, which illustrates the implementation, is the Air/Fuel Ratio (AFR) control in Spark Ignition engines, for which we compare two different delay update laws, satisfying Assumption 5. This application was presented in detail in [3], in an experimental context.

**A. Model**

Classically, in SI engines, the AFR is defined as the ratio between the air mass \( M_{air} \) and the fuel mass \( M_{fuel} \) filling the cylinder at each stroke. Here, we use the normalized inverse of the AFR, \( \phi = M_{fuel} / M_{air} \), that has to be maintained as close as possible to the unity, to maximize the efficiency of exhaust gases after-treatment devices. To accurately achieve this objective, a closed-loop strategy is considered, based on an oxygen sensor located in the exhaust line, whose dynamics can be approximated (see [15]) as

\[ \tau \phi(t) = -\phi(t) + \alpha U(t-D) \]

where \( U \) is directly related to the control (the injected mass of fuel). The delay \( D \) (between 100 and 600 ms) is quite uncertain and mainly accounts for the fact that the sensor is not located directly in the vicinity of the exhaust valve. Finally, the error parameter \( \alpha \) (between 0.75 and 1.25) is highly uncertain and represents the errors in the estimation of the in-cylinder air mass and the effects of the injection devices. The proposed strategy can then be applied, with \( Y = \phi \) and \( \theta = \alpha \).

**B. Simulation Set-up and Results**

Fig.2 reports the results obtained in simulation for a given set-point (engine speed \( N_e = 1000 \) rpm and effective mean torque \( T = 10 \) Nm). The value of the corresponding parameters are then \( \alpha = 1.1 \) and \( D = 0.5 \) s, initially estimated
by \( \hat{\theta}(0) = 1 \) and \( \hat{D}(0) = 0.4 \) s. The tracked trajectory \( Y^* = X^* \) is a periodic input (mean value equal to 1, 10s-period and amplitude 0.1) which represents the fast switches between rich and lean composition (as usually considered to regenerate the exhaust gases after-treatment devices). The initial state is taken as \( \hat{X}(0) = 1 \) and we choose the gain \( K \) thanks to a LQR criterion.

We compare two different delay update laws. The first one (referred to as Case 1 in Fig.2) is taken following the certainty equivalence principle and [8] as

\[
\tau_D(t) = -\int_0^1 (1+x)\hat{w}(x,t)K(\hat{\theta})e^{A(\hat{\theta})\hat{D}(t)}dx \\
\times (A(\hat{\theta})\hat{X}(t) + B(\hat{\theta})\hat{e}(0,t)) , \tag{47}
\]

It can be easily shown, using Young’s inequality, to satisfy Case 1 in Assumption 5. The second one (referred to as Case 2 in Fig.2) takes advantage of the fact that, for this particular example, the dynamics (18)-(20) and (2) imply the convergence of the parameter \( \hat{\alpha}(t) \) to the true value \( \alpha \). Then, one can employ a delay update law based on a gradient method (see [11] for a survey of these methods) with respect to the delay estimate. We use here an instantaneous cost function \( \hat{D} \rightarrow [X(t,\hat{D}) - \hat{X}(t)]^2 \), where \( \hat{X}(t,\hat{D}) \) is the \( \hat{D} \)-units of time prediction of the system state, starting from \( \hat{X}(t - \hat{D}) \) as initial condition and assuming that the delay value is \( \hat{D} \). In this context, this update law satisfies Case 2 in Assumption 5.

The obtained performance of the controller highlight the benefits of our strategy. In both cases, the reference signal is tracked with a good accuracy (see Fig. 2 (a)), and the parameter \( \hat{\theta} \) is asymptotically reconstructed. Compared to Case 1, the Case 2 delay update strategy yields an effective asymptotic reconstruction of the true delay of the system. At each step change of the reference signal, a transient occurs during which the delay can be identified.

The presented results have been validated on the simulation software AMESim [6] (presented in [10]). The next step is to validate this control strategy on experimental test-benches. Based on the simulation results presented here and the experiments conducted in [3], one could reasonably expect convergence improvements.

VI. APPENDIX

A. Appendix A : Expression of \( r, p \) and \( q \)

\[
r(x,t) = \hat{\omega}(x,t)K(\hat{\theta})e^{A(\hat{\theta})\hat{D}(t)}dx \\
\times (A(\hat{\theta})\hat{X}(t) + B(\hat{\theta})\hat{e}(0,t)) , \tag{48}
\]

\[
p_0(x,t) = \int_0^x \hat{\omega}(y,t)K(\hat{\theta})(I + \hat{D}A(\hat{\theta})(x-y))e^{A(\hat{\theta})\hat{D}(x-y)}B(\hat{\theta}) \\
\times \hat{D}(t)\int_x^\infty K(\hat{\theta})(1 + \hat{D}A(\hat{\theta})(x-\xi))e^{A(\hat{\theta})\hat{D}(x-\xi)}BK(\hat{\theta}) \\
e^{A(\hat{\theta})\hat{D}(x-\xi)}B(\hat{\theta})d\xi \tag{49}
\]

\[
\hat{D}(x,\hat{D}) = \hat{X}(t,\hat{D}) - \hat{X}(t) \tag{50}
\]
+ \left[ KA(\dot{\theta})x \right. 
+ \left. A(\dot{\theta})Dx + \int_0^x K(\dot{\theta})(I + A(\dot{\theta})D(x-y))eA(\dot{\theta}D(x-y)) \right. 
\times BK(\dot{\theta})e(A+BK)(\dot{\theta})Dy dy + (1-x)DK(A+BK)(\dot{\theta}) 
\times e(A+BK)(\dot{\theta})Dx + D(t) \int_0^x K(\dot{\theta})eA(\dot{\theta}D(x-y))B(\dot{\theta})(1-y) 
\times K(A+BK)(\dot{\theta})eA(\dot{\theta})Dy dx \right] \tilde{X}(t) 

\text{(49)}

\begin{align}
\rho_i(x,t) &= D(t) \int_0^x \tilde{w}(y,t) \left. \left( \frac{\partial K}{\partial \theta} + K(\dot{\theta})A(\dot{\theta})D(x-y) \right) \right| eA(\dot{\theta}D(x-y))B(\dot{\theta}) 
\times BK(\dot{\theta})e(A+BK)(\dot{\theta})Dy dy + (1-x)DK(A+BK)(\dot{\theta}) 
\times e(A+BK)(\dot{\theta})Dx + D(t) \int_0^x K(\dot{\theta})eA(\dot{\theta}D(x-y))B(\dot{\theta})(1-y) 
\times K(A+BK)(\dot{\theta})eA(\dot{\theta})Dy dx \right] \tilde{X}(t) 

\text{(50)}

\begin{align}
q_i(x,t) &= \tilde{K}(\dot{\theta})e\dot{A}(\dot{\theta}D)\dot{x} + (A_1X + B_1u(0,t)) 
\text{(51)}

\text{B. Appendix B : Bounds of positive terms involved in the Lyapunov Analysis}

Each variable depending on \( \dot{\theta} \), namely, \( A, B, P, \) etc., is a continuous function of its argument \( \dot{\theta} \). Since \( \dot{\theta} \) remains in \( \Pi \), a closed and bounded subset of \( \mathbb{R}^p \), by definition of the projector operator \( \text{Proj}_\Pi \), each signal admits a finite upper bound. Then, using (48),(49),(50),(51),(32) and the update law (18)-(20), jointly with Young’s inequality, Cauchy-Schwartz’s inequality and Agmon’s inequality \( \tilde{w}(0,t)^2 \leq 4||\tilde{w}_i(t)||^2 \) (with the help of the fact that \( \tilde{w}(1,t)^2 = 0 \)), one can show that there exist positive constants \( M_1, M_2, \ldots, M_{14} \) independent of initial conditions such that

\begin{align}
2D|\tilde{e}(0,t)| \int_0^1 (1+\epsilon)|\tilde{e}(x,t)| |\tilde{r}(x,t)| dx 
&\leq M_2 \left( |\tilde{X}(t)|^2 + ||\tilde{e}(t)||^2 + ||\tilde{w}_t(t)||^2 + ||\tilde{w}_x(t)||^2 \right) 

\text{(52)}
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