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Transport Speed Estimation for a 1-D Hyperbolic PDE Based on
Output Flow Measurement*

Eduardo B. R. F. Paiva'2, Olivier Lepreux!, and Delphine Bresch-Pietri?

Abstract— We present a method for estimating the transport
speed of a class of systems modeled by a 1-D hyperbolic Partial
Differential Equation (PDE) where the quantity governed by
the PDE is a speed deficit and the measurement fed to the
estimator is the transport speed minus this deficit at a given
location. Such problem arises when estimating the free flow
wind speed using measurements taken inside the wake zone of
a wind turbine. We present a simple and easy to implement
method and provide sufficient conditions for its convergence.

Index Terms— Hyperbolic systems, parameter estimation,
time-delay systems, distributed parameter systems, wind speed
estimation

I. INTRODUCTION

In this paper, we present a method for estimating the trans-
port speed for a 1-D first-order hyperbolic Partial Differential
Equation (PDE) based on a special type of point-wise output
measurement. This type of system appears in modeling the
wake of a wind turbine [1], [2], for which the speed deficit
u(x,t) caused by the turbine is governed by such a PDE. The
transport speed of this hyperbolic PDE is the free-flow wind
speed that one is interested in estimating for, e.g., control
and monitoring purposes. Unfortunately, one who only has
access to a measurement device (such as one mounted on
a second turbine) located downwind inside the wake zone
cannot measure the free-flow wind speed, but only the speed
information inside the wake. This measured output flow is the
difference between the free-flow wind speed and the speed
deficit governed by the PDE.

In presence of uncertain parameters, adaptive control [3]
has proven to be an efficient tool for controller and observer
design, both for parabolic [4] and hyperbolic [5] PDEs. Yet,
while a large number of works, e.g. [6], [7], [8], consider
the case of uncertain source terms or uncertain boundary
coefficients, the transport speed itself is usually assumed to
be known. To the best of our knowledge, one of the few
studies on this challenging problem is [9], but it requires
boundary sensing at both extremities which is difficult to
obtain in practice.

The problem under consideration in this paper differs from
those usually considered in the literature of estimation for
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systems described by hyperbolic PDEs since we do not
directly measure the output boundary value of the transport
PDE. Besides, another challenge of the problem at stake
is that the transport speed is time-varying. This notably
complicates the estimation task, as adaptive designs deal with
constant parameters.

We propose a simple approach based on an analytical so-
lution of the transport PDE expressed in terms of a transport
delay [10], [11]. Feeding this expression with an estimate
of the transport speed, we build a virtual measurement. The
estimate of the transport speed is then updated by integrating
the difference between the actual measurement and this
virtual one in a PI design manner [12]. We provide sufficient
conditions for the estimate of the transport speed to converge
to an arbitrarily small neighborhood of the true transport
speed using this method. This is the main contribution of
this paper.

The rest of this paper is organized as follows. In Sec-
tion II, we present a mathematical statement of the problem
under consideration. In Section III, we present the proposed
transport speed estimation method as well as the main result
of this paper that gives sufficient conditions to ensure its
convergence. In Section IV, we present numerical results of
the application of the proposed method to the aforementioned
problem of estimation of the free-flow wind speed for an
array of wind turbines. In Section V, we present some
concluding remarks.

II. PROBLEM STATEMENT
Consider the PDE

ur + A)uy = —w(z)A\(t)u(z, t) + S(x, A(t)), (1)
with the boundary condition (BC) and initial condition (IC)
uw(0,t) =0, w(x,-T)=b(x), )

where, u € Lo([0,L],R) for a given L > 0, A\ €
CY(R, [A\,,0)) with A, > 0, and w and S are continuous
functions. We take the convention that —I" < 0 is sufficiently
far in the past so that the IC does not affect the solution u
for positive time'.

Our goal is to estimate the transport speed A measuring
only the following quantity, which we refer to as output flow,

y(t) = A(t) = u(L,1). 3)
Furthermore, we make the following assumptions:
'More precisely, T is larger than the maximum possible transport delay.

Such a delay is defined in Section III and more details on the solution are
provided in Appendix I.



Assumption 1: There is a constant { > 0 such that, for all
teR, A1) <.

Assumption 2: The function F : (z,)) € [0, L] x Ry —
S(xz,A\)/A is globally Lipschitz with respect to its second
argument, i.e., for every x € [0, L], there exists M (z) > 0
such that, for all (A1, \2) € R,

‘F(IL’,)\l)fF(CE,AQN SM($)|)\17/\2| (4)
Assumption 3: The constants
1 L
= —— W(&)M(&)d¢, 5
i oM ©

L
—%ﬁé W)L - OM©)d, ()

where F' and M are as defined in Assumption 2 and

W (x) = exp (/ w(r)dr), 7
0
are such that
b¢ <1, 8
o+ )\T (8)
with ¢ defined in Assumption 1 and A,, the lower bound of

A

III. TRANSPORT SPEED ESTIMATION
Here, we present the proposed transport speed estimation
approach. We start by presenting the solution to the PDE
and the update law we propose, then proceed to the proof of
convergence of the method and to its implementation.

A. Proposed Estimation Method

Our method grounds on the explicit solution to (1) with
conditions (2) which is

Wi (o~ &,1))
] S e

for (z,t) € [O, L] x Ry, where W is defined in (7) and 7 is
a transport delay defined by the relation

¢
/ A(r)dr = .
t—7(x,t)

Further details are provided in Appendix L.
Let A € CY([-T,),R) denote the transport speed
estimate. Using this estimate and the certainty equivalence

principle, we define, for ¢ > 0,

(10)

t - T(L £, t))
9(t) = ( ) (12)
with 7(x,t) given by
t
/ X(T)dr =z (13)
t—7(x,t)
The transport speed estimate is chosen as A(t) = A(0) €

[Am,00) for t € [—T,0] and satisfies the following update
law for ¢t > 0

A(t) = k(y(t) — (t)),

where k£ > 0 is a constant gain to be chosen.

(14)

B. Sufficient Conditions for Convergence

Here, we present sufficient conditions to guarantee the
convergence of the proposed method. With this aim in view,
we define the error variables

A(t) = A1) = A1),
a(t) =u(L,t) — a(t).
Theorem 1: Consider the system (1)-(2) satisfying As-
sumptions 1, 2, and 3 and the estimated transport speed A
defined through (11)-(14). There exist A,, € (0, ) and
k. > 0 such that, if k > k. and sup,e_z o [A(s)] <
Am — Am, then 5\(15) > A for ¢ > 0 and the dynamics
of the estimation error A is practically exponentially stable
in the sense that there exists a constant ¢ > 0 such that

@) < A(s) kﬁi@ﬁ’
32

(15)
(16)

sup et ¢ (17)

s€[—7,0]

where 7 = L/Ap.
Proof:  Consider the Lyapunov function candidate
V(t) = A2(t)/2. We have

V() = MoA) =i (A -A®)  as)
=) (/\( ) — EA(t) + K(t )) (19)
< PDIC = kX (@) + KAONla@], 20

where we used Assumption 1 (|A(¢)| < O).
Notice that, from (9) and (11)
W(&)S(E Nt —T(L—¢&,1)))
/ﬁ P T
Ew()S(&, A\t —#(L — ft)))dg

L At = #(L = &1))) on

/ W(E) [F(E A — (L —£,1)))
CREAE - AL &0)] de, @)

where F'(z,A(t)) = S(x, A(t))/A(t). Now, notice that we
can add and subtract W (&) F(&, \(t —7(L —&,t))) under the
integral sign to yield

() = {Wl

(L =¢,1)))

L
5 [ wereEe-

~F(& A= #(L - &1)] de }
L
+{W,A W(E) [FE A~ (L= &1)))

FmA@ﬂLQMH%}
(23)
= Il +IQ> (24)

with 7 the first pair of curly brackets on the RHS of (23)
and I5 the second one.



Since, from Assumption 3, a + 8¢(/A\2, < 1, there exists
Am € (0, m) such that a + BC/A2, < 1. Assume for now
that )\( ) > A\, for ¢t > 0. Notice this, together with A(t) >
Am > Ams implies that both 7 and 7 are upper bounded by
7=1L/ Am. With Assumption 2, we can upper bound [ as:

1 L - .
h < 0 /0 W(EME) | At - (L - €.0)|de (25
<a sup [A(t+s)], (26)
s€[—7,0]

where « is as in (5).
For I, we can first use the Lipschitz property of F' to
write

[F(&A(t = 7(L =&, 1)) = F(& At -
S M)At —7(L—¢&1) = At -

(L =¢,1)))
L =& 1)

According to the Mean Value Theorem, there exists 7, (L —
&, t) such that

At —7(L =& 1) = At
(T(L - gvt) - 7A—(L ’t))
<|((L=&:t) = 7(L =&, 1))[ ¢

Furthermore, we can bound |7—7| noticing that, by definition
of 7 and 7 in (10) and (13), respectively,

t t
/ Ar)dr =z = / A(r)dr. (29)
t—7(x,t) t—7(x,t)

27

—HL—&1)
At =r(L = €.1))

(28)

Then
t ~ t t
7/ A(r)dr = / A(r)dr — / A(r)dr,
t—7(x,t) t—7(x,t) t—7(x,t)
(30)
which implies
t _ t—7(z,t)
—/ A(r)dr = / A(r)dr, (31)
t—7(z,t) t—7(x,t)
and thus
t ~ t—7#(z,t)
/ A(r)dr| = / A(r)dr (32)
t—7(x,t) t—7(z,t)
It is clear that
t ~ ~
/ A(r)dr| < 7(x,t) sup |A(E+s)], (33)
t—7(x,t) s€[—7,0]
t—7(x,t) R
[ | 2 ) w0l G0
t—7(x,t)
Therefore, we have
S(p ¢ :
|7(x,t) — 7(z,t)] < 7(2.1) sup |A(t + s)| (35)

Hence, combining (27), (28), and (35), we can bound I as:

1 L .
b < /0 W(OIT(L — &) — #(L — &,£)[M(€)Cde
(36)

= sup  |A(t+ s)|

W ) m s€[—7,0]

/W #L - &M

Finally, using the fact that A(£) > \,,, for all ¢ implies 7(L —

(§)dg. (37

£,t) < (L — &) /A, for all t, we have
¢ /L
L<——> t+ WI(E (L —&)M(&)d
) bes[t_lgo} At + s)] ; (L — &M (§)dE
S
At =+ s)]. 38
Ty &
Then, gathering (20), (24), (26), and (38), we have
V(t) < MO — kXN2() + K |a+ L@QC sup A2(t+ s)
m | s€l—7,0]
< V2V (t) — 2KV (t) + 2k |+ Aﬂf sup V(t+ s).
m | s€[—7,0]

From Young’s inequality, it holds that ¢+/2V (¢) < €(?/2 +
V' (t)/e for every € > 0. Defining p = 2ke > 0, we obtain

- p¢? 1
Vi) < —=— =2k |1 ——| V(¢
(0 < 5~ 2 1= v
S8
+2k |a+ < sup V(t+s). 39)
?,L s€[—7,0]
Let us choose a certain p > 1 such that
1
a+18C<1—7, (40)
Az P

which exists due to Assumption 3. Then, from Theorem 2
in Appendix II, there exists a constant o; > 0 such that

p¢?

8k2 [1- 1 —a— £

V()< sup V(s)e 7'+

s€[—7,0]

. (41

Recall that [\(t)| = v/2V/, thus

A@)] < \l2

< Y Cv/p
< s Mol
s€[—7,0] 2k 1—;—@—5\7

m

sup V(s)e—o1t 4

se[-7.0] a2 1-1-a- £]

(42)

; (43)

where 0 = 01/2 > 0 and we used the fact that va? + b2 <
la| + |b| for any a,b € R. Notice that, if we choose p =
2/(1—a—BC/A2) > 1, the RHS of (43) is minimized and
becomes the RHS of (17). Also, notice that this value of p
satisfies (40) in virtue of Assumption 3.



The only thing left is to justify our claim that ) does not go
below \,,. Recall that we assume in the theorem statement
that sup,e(_z o) [A(s)| < Am — Ay, and consider

kE>k, 2 . ¢ -
(= A = 5B 7.0y M) (1= 0 = %)
(44)
Notice this implies that
sup  JA(S)| < QE Ny — A — ¢ (45)
s€[-7,0] k (1 —a— f—f)
Then
A0) = A(0) = X(0) = Ay — sup [A(8)] > A (46)
se[—7,0]

By way of contradiction, let us assume there exists ¢; > 0
such that A(t1) < A,,. By continuity of ), this implies the

existence of ty € (Q,tl) such that S\(t) > A\, forall t €
[0,t2) and A(t2) = Ap,. Then, from (17),
O T L — )
s€[—7,0] k (1 o — fZC)
Hence, it follows that
At2) = A(t2) — A(t2) (48)
> Am — sup  |A(s)|e”7t + ¢
se[-7.0] k (1 —a- fé)
" 49
>Q(1—e ")+ A, (50)
> Am (51)

which contradicts theﬂdeﬁnitioAn of to. Thence, we cannot
have ¢; > 0 such that A(¢;) < A,,. This concludes the proof.
| ]

C. Implementation

Here, we present the numerical implementation we used.
We opted for a simple implementation with a first-order
discretization and a constant time-step At.

As shown in Appendix I, alternatively to (9)-(10), we can
express the solution to (1) with conditions (2) as

t

u(z,t)= o) tiTg/’t()o: — A(s,t)S(x — A(s,t), A(s))ds,
(52)

for (x,t) € [0, L] x R, where
Alst) = / Ar)dr (53)

We compute @ using this time-integral formulation as it is
easier to implement than (9).

Algorithm 1 presents the proposed implementation. We
use \; to denote A(iAt) and similar notation for the other
variables. If j is a negative index, we use \; = A(0).
Notice we start the integration at s = ¢ and keep integrating
backwards while A < L. This is because, by the definition

of the delay, A(t — 7(L,t),t) = L. This is done to avoid
explicitly calculating the delay in advance. Notice we use a
saturation in the update law, which is for guaranteeing that
the estimate remains lower bounded regardless of the errors
caused by discretization.

Algorithm 1 Implementation of the proposed method
for i =0,1,2,... do
j 1, a“—o,/h—o
while A < L do
iy = @i+ g W (L= A)S(L - A,
A A+ XAt (cf. (53))
Je—i—1
end while
Gi X —
5\i+1 < max {/A\l + /{E(yl —
end for

XAt (cf. (52))

56 At A | (eF. (14)

IV. APPLICATION AND NUMERICAL RESULTS

Here, we apply the proposed method to estimate the free-
flow wind speed to which a wind turbine is subjected given
a measurement of the wind speed inside its wake zone. We
present some numerical results to illustrate the effectiveness
of the method.

We consider the model proposed in [1], [2], where an
equation of the form of (1) is used to model the wake of a
wind turbine. In this model, A(¢) is the free-flow wind speed,
u(z,t) is the speed deficit, S(z, A(t)) represents the impact
of the turbine on the flow, and w(x) is related to the wake
expansion. More precisely:

(. (1) = R G0, 54)
we) = gl 69)
where
r) = 1 ox _ (37 - xturb)2
6 = gy (- ) 50
duo(z) =1+ kyln (1 +exp (x_xg/; - D)), (57)

the coordinate x is measured along the free-flow direction,
Qurp > 0 1s the induction factor of the turbine (that we
consider constant), D > 0 is the rotor diameter, xiy,p» €
(0, L) is the turbine’s x position, and k,, > 0 is the growth
rate of the wake diameter.

Notice the function F' defined in Assumption 2 is linear
with respect to A in this example. Hence, Assumption 2 is
trivially satisfied with M (x) = 2a4,,G(x)/d2% (x). In our
simulations, we fixed the parameters asy,, = 0.25, D =
126 m, x4y = 5D, ky = 0.05, and the position of the
measurement I, = 7D. This yields a =~ 0.4085 and § ~
102.9412 m. Fig. 1 represents the pairs of A, and ( that
satisfy (8) for these values of o and £.
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guaranteed
convergence |

0 1 2 3 4 5 6 7 8 9 10
Am [m/s]

Fig. 1. Region where the inequality condition of Theorem 1 is satisfied
for different pairs of Ay, (lower bound of the transport speed A(t)) and ¢
(upper bound of |A()]).
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Fig. 2. Simulation using experimental data for the wind speed time-series.
We use k = 10 and A(0) = 10 m/s in this case.

Fig. 2 presents results for a simulation using experimental
data for the wind speed time evolution. These wind speed
values were obtained from LiDAR data provided by Leo-
sphere within the framework of the ANR (French National
Research Agency) project SmartEole. Notice that, in this
case, we could set \,, = 7 m/s and ¢ = 0.25 m/s2, which
gives a point inside the shaded region of Fig. 1.

To further assess the performance of the method, we
simulated the system with inputs of the form A(¢) = 10 +
sin(27 ft) for different frequencies f and using different
gains k for the estimation. Notice we have ( = 2nf.
Fig. 3 displays the time evolution of the estimation error
A(t) in each case. Fig. 4 is similar, but its results are
zoomed in the steady-state behavior. We notice that we have
exponential convergence with constant A\ and in the other
cases the steady-state error remains confined in a region
whose size depends on k£ and (. Notice that ( is too large
in some of these cases to satisfy the conditions required
by Assumption 3, but the method works nevertheless. This
illustrates that the presented method could still be useful
beyond the limitations imposed in this paper. Future works
should focus on this direction.

V. CONCLUSIONS

We presented an easy-to-implement method for estimat-
ing the time-varying transport using only measurements of
the output flow for systems governed by a class of 1-D
hyperbolic PDE. Both mathematical proofs with sufficient
conditions for the convergence of the estimation procedure

[ = 0Hz k=01
— = O0Hz k=1
f=0Hz k=10
f=05Hz, k=10

|
0 50 100 150 200 250
time [s]

Fig. 3. Time evolution of the estimation error A(¢) using A(t) = 10 +
sin(2m f}f) m/s with different frequencies f and applying different gains k.
We use A\(0) = 15 m/s in each case.

03 — [ =02Hz, k=10
f=05Hz, k=10
02F f=02Hz k=20

=05 Ha, k = 20|

estimation error [m/s]
/ |

240 241 242 243 244 245 246 247 248 249 250
time [s]

Fig. 4. Steady-state behavior of the estimation error when A(t) = 10 +
sin(2 ft) m/s with different frequencies f and applying different gains k.

and an example of a possible practical application were
provided.

Some possible paths for future works are using higher-
order filters instead of the simple integrator proposed here
for updating the estimate and proving convergence under
less conservative conditions. One particularly interesting
development would be dealing with the requirement that the
estimate of the transport speed is lower bounded without
requiring the initial error to be sufficiently small, such as
formally showing that an update law with a saturation of the
estimate still achieves convergence.

APPENDIX [
SOLUTION TO THE PDE
Here, we consider a more general version of (1) where
S(x, A(t)) is replaced with S(x,t). We keep the same BC
and IC displayed in (2).
First, we introduce the new variable
v(z,t) = W(z)u(z,t), (58)
with W as in (7). It is easy to show that v satisfies the PDE
vy + A(t)vy = h(z, 1), (59)

where h(z,t) = W(z)S(z,t), with BC v(0,t) = 0 and IC
v(z,=T) = by(x) = W(z)b(x).

Next, we apply the Laplace transform to change from the
variable x to a variable p, which yields

vy (p,t) + pA(t)v* (p,t) = h*(p, 1), (60)



with IC v*(p,—T) = bj(p), where * indicates the trans-
formed functions. Then, we have

v (pyt) = e JrPAO

¢
X {b{(p)Jr/ eJ*Tp’\(T)drh*(p,s)ds (61)
-7

= SO0 )

t
+ / e JopAr)dr g (p, s)ds. (62)
-7
Applying the inverse Laplace transform, we have
v(x,t) = by (z — A(=T,1)0(x — A(-=T, 1))
t
+/‘h@—A@ﬂJWW—A@ﬂM& 63)
-T

with 6(s) =1 if s > 0 and 6(s) = 0 otherwise and A as in
(53).

Recall that A(t) > A, > O for all ¢. Hence, if (z,t) €
[0,L] x Ry and T > L/\,,, we have z — A(=T,t) < 0
and t — 7(x,t) > —T, with 7 as defined in (10). Thus, for
(x,t) € [0,L] x Ry,

¢
v(z,t) = /ti . h(z — A(s,t), s)ds. (64)

Therefore, the final solution is

o :v(x,t): : t T — A(s s)ds
0= W) " W) /HW) hle = Als, ), s)d
1 t
_mmwtqwfﬁ—A@ﬂﬁu—A@ﬂﬁi;

We can also express the solution in terms of an integral
over space. Consider the new variable £ = 2 — A(s,t). We
have d§ = A(s)ds and s =t — 7(x — &, t), this can be seen
by noticing that A(t —7(x —&,t),t) = x — &, which follows
from the definition of 7. Also, £ = 0 when s =t — 7(z, 1),
and £ = x when s = t. Hence,

1 WESE e 1)
w0 = e | e

APPENDIX II
GENERALIZED HALANAY’S INEQUALITY

Theorem 2, presented next, is a particular case of [13, The-
orem 2.1], which is a generalization of Halanay’s inequality
[14].

Theorem 2: Let V be a positive function defined on [tg —
7,00) with derivative V on [to, o0) for some constant 7 > 0.
If there are constants a > b > 0 and ¢ > 0 such that

dé.  (66)

V(t)<c—aV(t)+b sup V(t+s), forall t > ty, (67)

s€[—7,0]
then there is a constant ¢ > 0 such that
V()< sup V(tg+s)e ot 4 %7 for all ¢ > tg.
a—

s€[—7,0] 9)
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