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Abstract— This paper investigates prediction-based stabiliza-
tion for a class of linear systems subject to input-dependent
input delay. The delay under consideration is implicitly defined
by an integral relation depending on past values of the
input. This situation is frequent in the process industry. We
propose here to use a prediction on an horizon equal to the
equilibrium value of the delay. By relying on a novel transport
Partial Differential Equation (PDE) representation of the delay,
encapsulating the input-dependency, we prove local exponential
stabilization of the closed-loop system.

I. INTRODUCTION

Numerous systems involve a time lag resulting from
transportation of material. Such a situation is frequent in
chemical, process and combustion engineering and occurs,
e.g., for airpath regulation in automotive engines [24], [27],
control of after-treatment devices in exhaust lines [14], [23],
chemical reactors [19], [17] and tubular reactors [35] or,
again, flow regulation in mining [37]. Remarkably, in most
of these examples, this transport phenomenon depends on
the manipulated variable, resulting into an input-dependent
delay.

Interestingly enough, this problem is listed as one of the
open problems of the field in [32], and has seldom been
studied in the literature [16]. Instead, most of the existing
approaches ignore this feature and recast the input-dependent
delay as a general time-varying delay. The controller design
is then performed to cope with a certain level of unstructured
delay variations.

In this work, we consider a specific class of structured
delays, sometimes called transport delays or hydraulic de-
lays. Such delays are implicitly defined as the solution of an
integral relation depending on past values of the input [38].
They are the exact solution of a plug-flow transport equation
(see [11], [31]), hence their designation as hydraulic or trans-
port. Their appearance can be traced back to the modeling
of combustion instabilities in rockets in [26], [34]. However,
up to our knowledge, only a few theoretical studies have
investigated control related issues. Notable exceptions are [7]
which proposes an heuristic control design in the case of a
state delay and [12], [13] which investigate optimal control
for a general class of nonlinear systems with both input and
state transport delays.

This paper focuses on the design of a prediction-based
control law (see [1], [25], [33]) for a linear system subject to
such a transport input delay. For a constant delay, prediction-
based controllers are now state-of-the-art ([18], [20], [28])
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and have been lately extended to time-varying ones (see [30],
[5]) in a large variety of contexts ([36], [2], [3], [4], [22]).
In such cases, to compensate for the varying delay, the
prediction horizon should match the future delay value and
has to be obtained by a careful design. However, when
the delay depends on the input, things are getting intricate.
Indeed, determining such a prediction horizon becomes an
implicit question, due to the mutual dependency between the
delay and the (current and past) input values. While exact
delay compensation can be achieved when the delay depends
only on the current or one delayed value of the input ([15],
[6]), for a transport delay, determining a suitable horizon
prediction may not be feasible.

For this reason, in lieu of seeking exact delay compensa-
tion, we propose to follow a robust compensation approach.
Our control design relies on a state prediction over a constant
horizon, chosen as the asymptotic delay value. Note that this
horizon differs from the one chosen in our previous works on
the topic [8], [9], [10]. Regarding stability analysis, the main
novelty of this work consists in the introduction of a Partial
Differential Equation (PDE) representation of the transport
delay in which the propagation speed is the input itself. This
enables us to significantly simplify the stability analysis,
compared to the two-step procedures which was previously
proposed in [8]. Applying then a standard backstepping
transformation, we prove local stabilization towards a given
equilibrium. This is the main contribution of this work.

This paper is organized as follows. In Section II, we
present the problem under consideration along with the
proposed control design and state the main result of the
paper. Then, in Section III, we reformulate the transport
delay as a transport hyperbolic PDE the speed of which is
the input. Section IV details the stability analysis. Finally,
Section V illustrates the control design of the paper with
numerical simulations.

Notations and definitions In the following, ‖·‖ stands for
the Euclidean norm on Rn. ‖ f (t)‖2 represents the L2-norm
of a spatially distributed variable f : (x, t) ∈ [0,1]×R→Rm

and is defined as

‖ f (t)‖2 =

√∫ 1

0
‖ f (x, t)‖2 dx

We denote fx the partial derivative of the function f with
respect to the variable x, and ft the partial derivative of f
with respect to the variable t. We denote H1([a,b],R) the
Sobolev space of functions f : [a,b]→R such that f and its



weak derivative have a finite L2-norm. The operator SatI of
a scalar variable over an interval I stands for the saturation
operator onto the interval I.

II. PROBLEM STATEMENT AND CONTROL DESIGN

Consider the following (potentially unstable) linear input-
delay system

Ẋ(t) = AX(t)+Bϕ(t−D(t)) (1)

where X ∈ Rn and ϕ ∈ R are the state and the input of the
system, respectively, A ∈ Rn×n and B ∈ Rn are the dynamic
matrices and the time-varying input delay D(t) is defined
implicitly in terms of past values of the input according to
the following implicit integral relation∫ t

t−D(t)
ϕ(s)ds = 1 (2)

with

ϕ(t) = Sat[U ,U ](U(t)) (3)

in which 0 <U <U and U is the unsaturated control input.
We refer to this class of delay as transport delay, as the
exact solution of a plug-flow transport equation [31] where
the propagation speed is the input ϕ (see [11] for a detailed
overview of the properties of this class of delays). Note that
the lower saturation in (3) aims at guaranteeing that the delay
is upper-bounded and does not tend to infinity.

The control objective is to stabilize the system towards an
equilibrium value X r corresponding to a control reference
U r ∈ (U ,U), that is, such that AX r +BU r = 0. With this aim
in view, we consider the prediction-based control law

U(t) =U r−KX r +KeDrAX(t)+K
∫ t

t−Dr
eA(t−s)BU(s)ds

(4)

where Dr = 1/U r corresponds to the nominal equilibrium
delay value and K ∈M1×n(R) is such that A+BK is Hurwitz.

Notice that this choice is directly inspired by the constant
delay case. Indeed, if the delay were constant and equal
to Dr, equation (4) would then correspond to the value
U r +K(X(t +Dr)−X r), that is, to an exact prediction of
the system state Dr units of time ahead.

Theorem 1: Consider the closed-loop system consisting
of the system (1)–(3) and the control law (4), with initial
condition U0 ∈ H1([−D,0],R) . Define the functional

ϒ(t) = ‖X(t)−X r‖2 +
∫ t

t−max{D(t),Dr}
(U(s)−U r)2ds

+(Dr)2
∫ t

t−D
U̇(s)2ds (5)

with D = 1/U the maximum delay value. There exists r∗ > 0
such that, if ϒ(0) ≤ r∗, then ϕ(t) = U(t) ∈ (U ,U) for all
t ≥ 0 and the closed-loop system exponentially converges to
(X r,U r) in the sense of the norm ϒ, that is, there exist R > 0
and θ > 0 such that

ϒ(t)≤ Rϒ(0)e−θ t , t ≥ 0

This result states that, if the initial conditions are suffi-
ciently close to the desired equilibrium, exponential stabiliza-
tion at this equilibrium is achieved. This is consistent with
the choice of the control law (4). Indeed, as the prediction
horizon corresponds to the asymptotic delay value, this
prediction is likely to be sufficiently accurate only close to
the equilibrium. Note that this local condition is also required
in [8], [10] and [6]. Compared, e.g., to [8] which uses the
current delay value as a prediction horizon, the proposed
design is likely to yield somehow relatively poorer transient
performances. However, it presents the numerical advantages
of not requiring to compute the current delay value and of
involving an integral over a constant fixed horizon.

III. TRANSPORT PDE REPRESENTATION OF THE
INTEGRAL RELATION (3) AND EXTENDED ERROR SYSTEM

In view of stability analysis, let us introduce a new
representation of the delay phenomenon by defining the
distributed variable

u(x, t) = ϕ(t−δ (x, t)) (6)

for x ∈ [0,1], with δ (x, t) defined as the unique solution
(see [11] for details) to∫ t

t−δ (x,t)
ϕ(s)ds = 1− x (7)

Taking time- and space-derivatives of (6) and (7), one easily
obtains that system (1)–(3) can be equivalently represented
by the following ODE-PDE system

Ẋ(t) =AX(t)+Bu(0, t) (8)
ut(x, t) =u(1, t)ux(x, t) (9)
u(1, t) =ϕ(t) (10)

Notice that this representation simply corresponds to the
plug-flow equation [31] mentioned above. Contrary to [15]
which involved the value at the unactuated boundary, here,
the transport speed is the current input. Also, it is worth
underlying that the transport speed of this equation is strictly
positive as well as uniformly bounded from above and below,
due to the saturation (3).

The following lemma formally expresses this equivalence.

Lemma 1: Consider the delay D defined in (2). Then,

1
U
‖u(t)‖2

2 ≤
∫ t

t−D(t)
ϕ(s)2ds≤ 1

U
‖u(t)‖2

2 (11)

Proof: From (6), with a change of variable and noticing
that δ (0, t) = D(t) and δ (1, t) = 0, one obtains that

‖u(t)‖2
2 =

∫ t

t−D(t)
− 1

δx(σ−1(s), t)
ϕ(s)2ds (12)

in which, for a fixed t ∈ R, σ : x ∈ [0,1] 7→ t − δ (x, t) is
a continuous, decreasing and, therefore, invertible function.
Furthermore, taking a space-derivative of (7), − 1

δx(x,t)
=

ϕ(t−δ (x, t)) ∈ [U ;U ]. The result directly follows.



Besides, we also introduce the stabilization error variables
X̃(t) = X(t)−X r, ϕ̃(t) = ϕ(t)−U r, Ũ(t) = U(t)−U r and
ũ(x, t) = u(x, t)−U r. Finally, we define the distributed vari-
ables {

û(x, t) = Ũ(t +Dr(x−1))
e(x, t) = ũ(x, t)− û(x, t)

Noticing that, by definition of the reference, X r = eADr
X r +∫ t

t−Dr eA(t−s)BU rds, the corresponding extended system
writes

˙̃X(t) = AX̃(t)+B(e(0, t)+ û(0, t))
Drût(x, t) = ûx(x, t)

û(1, t) = ϕ̃(t)
Dret(x, t) = ex(x, t)+Drû(1, t)(ex(x, t)+ ûx(x, t))

e(1, t) = 0
(13)

We are now ready to carry out the stability analysis.

IV. STABILITY ANALYSIS

As a first step in our analysis, we assume that the control
input is not saturated (Subsections IV-A and IV-B). The
effect of this saturation is later analyzed in Subsection IV-C
which contains the proof of Theorem 1.

A. Backstepping transformation
In view of Lyapunov analysis, define the backstepping

transformation

w(x, t) = û(x, t)−KeDrAxX̃(t)−KDr
∫ x

0
eADr(x−y)Bû(y, t)dy

(14)

Lemma 2: Assume that the closed-loop system consisting
of the system (1)–(3) and the control law (4) results into an
unsaturated control law, that is, U(t) ∈ (U ,U) for all t ≥ 0.
Then, the backstepping transformation (14) along with the
control law (4) transform system (13) into the target system

˙̃X(t) =(A+BK)X̃(t)+B(e(0, t)+w(0, t)) (15)

Drwt =wx−DrKeDrAxBe(0, t) (16)
w(1, t) =0 (17)

Dret(x, t) =ex(x, t) (18)
+Drh(X̃(t),w(·, t))(ex(x, t)+g(X̃(t),w(·, t),wx(·, t),x)

e(1, t) =0 (19)

in which

h(X̃(t),w(·, t)) = K
[
eDr(A+BK)X̃(t) (20)

+
∫ 1

0
eDr(A+BK)(1−y)Bw(y, t)Drdy

]
g(X̃(t),w(·, t),wx(·, t),x) = wx(x, t)+KDr

(
Bw(x, t) (21)

+(A+BK)
[
eDr(A+BK)xX̃(t)+Dr

∫ x

0
eDr(A+BK)(x−y)Bw(y, t)dy

])
In addition, the space-derivative of the backstepping variable
satisfies

Drwxt(x, t) =wxx− (Dr)2KAeDrAxBe(0, t) (22)

wx(1, t) =DrKeDrABe(0, t) (23)

Proof: Assuming that, for t ≥ 0, U(t) ∈ (U ,U) implies
that ϕ(t) = U(t) and, thus, the boundary condition (17)
follows. Besides, one concludes that ϕ̃(t−D(t)) = û(0, t) =
w(0, t)+KX̃(t) which gives (15). The dynamics of the back-
stepping transformation can be straightforwardly obtained
taking time- and space-derivatives of (14). Furthermore, the
expressions (20)–(21) of the functions h and g involved
in (18) are obtained with the inverse of the backstepping
transformation (14) which is

û(x, t) =w(x, t)+KeDr(A+BK)xX̃(t)

+K
∫ x

0
eDr(A+BK)(x−y)Bw(y, t)Drdy (24)

Finally, taking a space-derivative of (16), the dynamics (22)–
(23) follows.

B. Lyapunov analysis

Consider the Lyapunov functional candidate

V (t) =X̃T PX̃ +bwDr
∫ 1

0
(1+ x)w(x, t)2dx (25)

+beDr
∫ 1

0
(1+ x)e(x, t)2dx+bwx Dr

∫ 1

0
(1+ x)wx(x, t)2dx

with bw > 0,be > 0,bwx > 0 positive constants to be chosen
later and P the symmetric definite positive solution to the
Lyapunov equation (A + BK)T P + P(A + BK) = −Q for a
given symmetric definite positive matrix Q.

Lemma 3: Assume that the closed-loop system consisting
of the system (1)–(3) and the control law (4) results into an
unsaturated control law, that is, U(t) ∈ (U ,U) for all t ≥ 0.
There exist positive constants be,bw and bwx such that

V̇ (t)≤−
(

η1−η2
√

V (t)
)

e(0, t)2−
(

η3−η4
√

V (t)
)

V (t)
(26)

with η1,η2,η3,η4 positive constants.
Proof: As Lemma 2 holds, taking a time-derivative

of (25), using the dynamics (15)–(23) and performing inte-
grations by parts, one obtains

V̇ (t) =−X̃(t)T QX̃(t)+2X̃(t)T PB(w(0, t)+ e(0, t))

−bw w(0, t)2−bw ‖w(t)‖2
2

−2KbwDr
∫ 1

0
(1+ x)w(x, t)eDrAxBe(0, t)dx

−be

[
1+Drh(X̃(t),w(·, t))

](
e(0, t)2 +‖e(t)‖2

2

)
+2beDrh(X̃(t),w(·, t))

×
∫ 1

0
(1+ x)e(x, t)g(X̃(t),w(·, t),wx(·, t),x)dx

+2bwx wx(1, t)2−bwx wx(0, t)2−bwx ‖wx(t)‖2
2

−2Kbwx Dr
∫ 1

0
(1+ x)wx(x, t)DrAeDrAxBe(0, t)dx

Using the expressions of h and g in (20)–(21), the boundary
condition (23) and Young’s inequality, there exist γ1 > 0 and



γ2 > 0 such that

V̇ (t)≤−λmin(Q)

2

∥∥X̃(t)
∥∥2−bw

(
1−Mwγ1

)
‖w(t)‖2

2

−be ‖e(t)‖2
2−bwx

(
1−Mwx γ2

)
‖wx(t)‖2

2

+beDr
(

M0
∥∥X̃(t)

∥∥+M1 ‖w(t)‖2

)
‖e(t)‖2

2

−
(

be−
2

λmin(Q)
‖PB‖2−2bwx(D

r)2(KeDrAB)2− bwMw

γ1

− bwx Mwx

γ2
−beDr

(
M0
∥∥X̃(t)

∥∥+M1 ‖w(t)‖2

))
e(0, t)2

−
(

bw−
2

λmin(Q)
‖PB‖2

)
w(0, t)2−bwx wx(0, t)2

+2beDr
(

M0
∥∥X̃(t)

∥∥ +M1 ‖w(t)‖2

)(
4‖wx(t)‖2 ‖e(t)‖2

+M2
∥∥X̃(t)

∥∥
2 ‖e(t)‖2 +M4 ‖w(t)‖2 ‖e(t)‖2

)
(27)

in which

Mw = (Dr)2
∥∥∥x 7→ (1+ x)KeDrAx

∥∥∥
2

(28)

Mwx = (Dr)3
∥∥∥x 7→ (1+ x)KAeDrAx

∥∥∥
2

(29)

M0 = nmax
j
(

n

∑
i=1
|Ki||Ei j| with E = eDr(A+BK) (30)

M1 = Dr
∥∥∥y 7→ KeDr(A+BK)(1−y)B

∥∥∥
2

(31)

M2 = 4 Dr n

∥∥∥∥∥x 7→ max j(
n

∑
i=1
|Ki||Fi j(x)|)

∥∥∥∥∥
with F = (A+BK)eDr(A+BK)x (32)

M3 =
∥∥x 7→ (1+ x)(Dr)2 f (x)

∥∥
2 (33)

with f (x) =
∥∥∥y 7→ K(A+BK)eDr(A+BK)(x−y)B

∥∥∥
2

M4 = M3 +4Dr|KB| (34)

Using again Young’s inequality and rearranging terms, it
follows that

V̇ (t)≤−λmin(Q)

2

∥∥X̃(t)
∥∥2−bw

(
1−Mwγ1

)
‖w(t)‖2

2

−be ‖e(t)‖2
2−bwx

(
1−Mwx γ2

)
‖wx(t)‖2

2

−
(

be−
2

λmin(Q)
‖PB‖2− bwMw

γ1
−2bwx(D

r)2(KeDrAB)2

− bwx Mwx

γ2
−beDr

(
M0
∥∥X̃(t)

∥∥+M1 ‖w(t)‖2

))
e(0, t)2

−
(

bw−
2

λmin(Q)
‖PB‖2

)
w(0, t)2−bwx wx(0, t)2

+beDr
(
(M0 +M1M2)

∥∥X̃(t)
∥∥+(M1 +M0M4)‖w(t)‖2

+4(M0 +M1)‖wx(t)‖2

)
‖e(t)‖2

2 +beDr
(

4M0 ‖wx(t)‖2

+2M0M2 ‖e(t)‖2 +M0M4 ‖w(t)‖2

)∥∥X̃(t)
∥∥2

+beDr

×
(

4M1 ‖wx(t)‖2 +M2M1
∥∥X̃(t)

∥∥+M4M1 ‖e(t)‖2

)
‖w(t)‖2

2

We choose γ1,γ2,bw and finally be and bw such that

1−Mwγ1 > 0 , 1−Mwx γ2 > 0 , bw >
2

λmin(Q)
‖PB‖2

2 (35)

be +
bwx Mwx

γ2
> η1 (36)

∆
=

2
λmin(Q)

‖PB‖2
2−

bwMw

γ1
−2bwx(D

r)2(KeDrAB)2

Finally, noticing that

µmV0(t)≤V (t)≤ µMV0(t) (37)

with V0(t) =
(∥∥X̃(t)

∥∥2
+ ‖w(t)‖2

2 + ‖e(t)‖2
2 + ‖wx(t)‖2

2

)
,

µm = min{λmin(P)/2,Drbw,Drbe,Drbwx} and µM =
max{λmax(P)/2,2Drbw,2Drbe,2Drbwx}, the expected result
follows defining

η2 =4
beDrmax(M0,M1)√

µm
, η4 = 4

M
µm
√

µm
(38)

η3 =
1

µM
min

{
λmin(Q)

2
,bw(1−Mwγ1),be,bwx(1−Mwx γ2)

}
(39)

with M = beDrmax({M0 + M1M2 ;M1 + M0M4 ;4(M0 +
M1) ;4M0 ;2M0M2 ;M0M4 ;4M1 ;M2M1 ;M4M1}).

C. Proof of Theorem 1

We start this proof by noticing that, if U(t) ∈ (U ,U) for
all t ∈R, that is, the control law is not saturated, there exist
a,b > 0 such that

aV (t)≤ ϒ(t)≤ bV (t) , t ≥ 0 (40)

in which ϒ defined in (5) can be straightforwardly written
in terms of X̃ and Ũ . Equation (40) follows from Lemma 1,
the backstepping transformation (14), its inverse (24), and
the fact that, using a change of variable,

Dr
∫ t

t−Dr
U̇(s)2ds =‖ûx(t)‖2 (41)

Second, we prove that there exists c> 0 such that |Ũ(t+s)| ≤
c
√

V (t), for all t ≥ 0 and s ∈ [−D,0]. Using (4), one gets

Ũ(t + s) = Ũ(t)+
∫ t+s

t

˙̃U(ξ )dξ

= KeDrAX̃(t)+K
∫ t

t−Dr
eA(t−ξ )BŨ(ξ )dξ

−
∫ t

t+s

˙̃U(ξ )dξ , t ≥ 0 , s ∈ [−D,0] (42)

Applying Cauchy-Schwarz’s inequality and using (40), the
result then follows for

c = 3

√
bmax

{
N2

1 ,
N2

2
Dr ,

D
(Dr)2

}
(43)

in which N1 = nmax j(∑
n
i=1 |Ki||Hi j|) where H = eDrA and

N2 = Dr
∥∥∥y−→ KeADr(1−y) B

∥∥∥
2
. We are now ready to con-

clude the proof of Theorem 1.



Define R0 = min
{

U r−U ,U−U r
}
> 0 and

r? = amin

{
min

{
η1

η2
,

η3

η4

}2

,
R2

0
c2

}
− ε (44)

in which η1,η2,η3 and η4 are defined in Lemma 3 and ε

is a positive constant such that r∗ > 0. Assume that ϒ(0)≤
r∗. Then, from (40), V (0)< R2

0/c2, which implies from the
definition of c that, for s∈ [−D,0], |Ũ(s)|<R0 and, thus, that
U(s) ∈ (U ,U). Consequently, Lemma 3 holds. As V (0) <

min
{

η1
η2
, η3

η4

}2
, there exist θ > 0 such that

V (t)≤V (0)e−θ t , t ≥ 0 (45)

and |Ũ(t)| ≤ c
√

V (t) ≤ c
√

V (0) < R0 which implies that
U(t) ∈ (U ,U) for all t ≥ 0 and the result follows with R =
b/a, using (40).

V. SIMULATION RESULTS

To illustrate the merits of our control design and to ease the
understanding of the local stabilization result stated in The-
orem 1, we consider in this section a simple unstable scalar
plant (n= 1), with A=B= 1 and U = 0.1. As the upper value
U of the saturation only plays a technical role in the previous
proof, it is thus chosen arbitrarily large in simulations. We
pick X r =−1. The corresponding equilibrium values for the
input and the delay are then U r = 1 and Dr = 1. The initial
conditions are selected as X(0) = −1.2 and U(s) = 1 for
s∈ [−D,0). Finally, we select the K such that A+BK = 1+K
is Hurwitz, that is, K < −1. Discretization of the integral
involved in the prediction (4) is performed with a trapezoidal
approximation (see [21], [29] for details on the numerical
challenges associated with this discretization).

Fig. 1 depicts the time-evolution of the closed-loop system,
both for the proposed prediction-based controller and for a
proportional one using the same feedback gain K = −1.1,
for the sake of comparison. One can observe that the pro-
portional controller fails to stabilize the system, due to the
lower saturation which limits its stabilization capabilities. On
the other hand, stabilization towards the desired equilibrium
is achieved with the proposed prediction-based controller.
Although the input-delay is only robustly compensated, as
can be observed by a few number of oscillations visible in
the control signal, the anticipation feature of the prediction
enables convergence to the reference.

Theorem 1 states a local result, by requiring the initial
condition to be close enough to the targeted equilibrium.
Indeed, simulations performed for initial conditions much
further away from the reference resulted into unstable tra-
jectories. According to the proof provided in the previous
section, the radius of this basin of attraction depends on
the magnitude of the feedback gain. Indeed, intuitively, by
increasing the feedback gain, the transient values of the
closed-loop system are more likely to steer away from the
equilibrium, limiting thus the validity of the prediction but
also increasing the risk of saturating the input. Hence, for a
given initial condition, this condition is likely to limit the
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Fig. 1. Time-evolution of the closed-loop system (1)–(4) with A = B = 1,
U = 0.1 and X r =−1. Initial conditions are X(0) =−1.2 and U(s) = 1 for
s ∈ [−D,0). The feedback gain is picked as K =−1.1. Closed-loop results
with a proportional controller using the same gain are also provided.

magnitude of the gain to be chosen and could therefore
be interpreted as a small-gain condition. Fig. 2 illustrates
this limit. Indeed, one can observe that picking K ≤ −1.13
results into a diverging closed-loop behaviour. Therefore, a
tradeoff between transient performances and stability has to
be reached.

VI. CONCLUSION

In this paper, we proposed a prediction-based control
design for linear systems subject to a transport input delay.
The prediction horizon was selected as the nominal delay
value corresponding to the targeted reference. Using a novel
transport PDE and backstepping, we proved local exponential
stabilization towards the equilibrium. Numerical simulations
performed on a scalar example stressed out the crucial role
played by the feedback gain in the size of the basin of
attraction.

This point is likely to be improved using the current value
of the delay as prediction horizon, as performed in our
previous works. Indeed, one could reasonably expect that,
by using the current delay value instead of its asymptotic
one, such a prediction would be more accurate and yield
better closed-loop performances. This intuition seems to be
confirmed by the simulations performed in [8]. However, the
bakstepping transformation corresponding to such a control
law and the transport PDE representation introduced in the
present paper is not a Volterra integral equation, but rather
a Fredolhm one. Therefore, an inverse transformation may
not exist. This point and extension of the design to nonlinear
systems are directions of future works.
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Fig. 2. Time-evolution of the closed-loop system (1)–(4) with A = B = 1,
U = 0.1 and X r =−1 and for different values of the feedback gain K. Initial
conditions are X(0) =−1.2 and U(s) = 1 for s ∈ [−D,0).
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