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Abstract

We study controlled systems which are uniformly observable and differentially observable with an order larger than the system state dimension. We establish that they may be transformed into a (partial) triangular canonical form but with possibly non locally Lipschitz functions. We characterize the points where this Lipschitzness may be lost and investigate the link with uniform infinitesimal observability.
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1 Introduction

1.1 Context

A lot of attention has been dedicated to the construction of nonlinear observers. Although a general theory has been obtained for linear systems, very few general approaches exist for nonlinear systems. In particular, the theory of high gain ([13] and references therein) and Luenberger ([2, 11]) observers have been developed for autonomous non linear systems but their extension to controlled systems is not straightforward.

For designing an observer for a system, a preliminary step is often required. It consists in finding a reversible coordinate transformation, allowing us to rewrite the system dynamics in a targeted form more favorable for writing and/or analyzing the observer. In presence of input, two tracks are possible depending on whether we consider the input as a simple time function, making the system time dependent or as a more involved infinite dimensional parameter, making the system a family of dynamical systems, indexed by the input. In the former case, the transformation mentioned above is considered time dependent, and thus may need to be redesigned for each input. In the latter case, the transformation can be input-dependent. Specifically :

- in [12] (see also [10]), the transformation depends on the inputs and its derivatives. When the ACP(\(N\)) condition is verified (see Lemma 5.2.2), it leads to the so called phase-variable representation as targeted form (see [10] Definition 2.3.1), for which a high gain observer can be built.
- in [6], the transformation does not depend on the input, and leads to a block triangular form when the system verifies the observability rank condition (see [11]). However, afterwards, an extra condition on the input is needed for the observer design.
- in [8, 9], the transformation does not depend on the input, and leads to a triangular form when the system is a) uniformly observable (see [10] Definition I.2.1.2 or Definition 2 below), and b) strongly differentially observable of order equal to the system state dimension (see Definition 1 below). This so-called observable canonical form allows the design of a high gain observer.

In this paper, we complete and detail the results announced in [4]. We work within the third context (of the second track), but going beyond [10] with allowing the strong differential observability order to be larger than the system state dimension. We shall see that, in this case, the system dynamics may still be described by a (partial) triangular canonical form (see (3)) but with functions which may be non locally Lipschitz.

1.2 Definitions and problem statement

We consider a controlled system of the form :

\[
\dot{x} = f(x) + g(x)u \quad , \quad y = h(x)
\]  

(1)

where \(x\) is the state in \(\mathbb{R}^{d_x}\), \(u\) is an input in \(\mathbb{R}^{d_u}\), \(y\) is a measured output in \(\mathbb{R}\) and the functions \(f, g\) and \(h\) are
sufficiently many times differentiable, \( f \) being a column \( d_x \)-dimensional vector field and \( g \) a \( (d_y \times d_x) \)-dimensional matrix field. In the following, for a scalar function \( \alpha \), \( L_f \alpha \) denotes its Lie derivative in the direction of \( f \). It has scalar values. We denote

\[
H_i(x) = (h(x), L_f h(x), ..., L_f^{i-1} h(x)) \in \mathbb{R}^i. \tag{2}
\]

It is a column \( i \)-dimensional vector. Similarly \( L_g \alpha \) denotes the Lie derivative along each of the \( d_y \) columns of \( g \). It has row \( d_y \)-dimensional vector values.

Given an input time function \( t \mapsto u(t) \) taking values in a compact subset \( \mathcal{U} \) of \( \mathbb{R}^{d_u} \), we denote \( X_u(x,t) \) a solution of (1) going through \( x \) at time 0. We are interested in solving:

**Problem \( \mathcal{P} \):** Given a compact subset \( \mathcal{C} \) of \( \mathbb{R}^{d_x} \), under which condition do there exists integers \( \tau \) and \( d_x \) a continuous injective function \( \Psi : \mathcal{C} \rightarrow \mathbb{R}^\tau \), and continuous functions \( \varphi_{d_x} : \mathbb{R}^{d_x} \rightarrow \mathbb{R} \) and \( g_i : \mathbb{R}^{(\text{or } d_x)} \rightarrow \mathbb{R}^{d_x} \) such that, when \( x \) is in \( \mathcal{C} \) and satisfies (1) and \( u \) is in \( \mathcal{U} \), \( \dot{z} = \Psi(x) \) satisfies

\[
\begin{align*}
\dot{z}_1 &= z_2 + g_1(z_1) u \\
\dot{z}_2 &= z_3 + g_2(z_1, z_2) u \\
&\vdots \\
\dot{z}_{\tau+1} &= z_{\tau+2} + g_{\tau}(z_1, ..., z_{\tau}) u \\
\dot{z}_{\tau+2} &= z_{\tau+3} + g_{\tau+1}(z_1, z_2, ..., z_{\tau+2}) u \\
&\vdots \\
\dot{z}_{d_x} &= \varphi_{d_x}(z) + g_{d_x}(z) u
\end{align*} \tag{3}
\]

Because \( g_i \) depends only on \( z_1 \) to \( z_i \), for \( i \leq \tau \), but potentially on all the components of \( z \) for \( i > \tau \), we call this particular form up-to-\( \tau \)-triangular canonical form and \( \tau \) is called the order of triangularity. When \( d_x = \tau + 1 \), we say full triangular canonical form. When the functions \( \varphi_{d_x} \) and \( g_i \) are locally Lipschitz we say Lipschitz up-to-\( \tau \)-triangular canonical form.

We are interested in addressing the Problem \( \mathcal{P} \) because, when the functions are Lipschitz and \( d_x = \tau + 1 \), we get the nominal form for which high gain observers can be designed and therefore \( X_u(x,t) \) can be estimated knowing \( y \) and \( u \) as long as \( (X_u(x,t), u(t)) \) is in the given compact set \( \mathcal{C} \times \mathcal{U} \).

We will use the following two notions of observability defined in [10]:

**Definition 1 (Differential observability) [1]** System (1) is weakly differentially observable of order \( \alpha \) on an open subset \( \mathcal{S} \) of \( \mathbb{R}^{d_x} \) if the function \( H_1 \) (see (2)) is injective on \( \mathcal{S} \). If it is also an immersion, the system is called strongly differentially observable of order \( \alpha \).

[1] This notion is weaker than the usual differential observability defined for instance in [10] Definition I.2.4.2 for controlled systems, because it is a differential observability of the drift system only, namely when \( u \equiv 0 \).

**Definition 2 (Uniform observability) [1]** System (1) is uniformly observable on an open subset \( \mathcal{S} \) of \( \mathbb{R}^{d_x} \) if, for any pair \((x_a, x_b)\) in \( \mathcal{S}^2 \) with \( x_a \neq x_b \), any strictly positive number \( T \), and any \( C^1 \) function \( u \) defined on \([0, T]\), there exists a time \( t < T \) such that \( h(X_u(x_a, t)) \neq h(X_u(x_b, t)) \) and \((X_u(x_a, s), X_u(x_b, s)) \in \mathcal{S}^2 \) for all \( s \leq t \).

Note that this notion is a matter of instantaneous observability since \( T \) can be arbitrarily small. In the case where \( H_{d_x} \) is a diffeomorphism, we have

**Proposition 1** (See [3] [4]) If System (1) is uniformly observable and strongly differentially observable of order \( \alpha = d_x \) on an open set \( \mathcal{S} \) containing the given compact set \( \mathcal{C} \), it can be transformed on \( \mathcal{C} \) into a full Lipschitz triangular canonical form of dimension \( d_z = d_x \).

In general, it is possible for the system not to be strongly differentially observable of order \( d_x \), i.e. \( H_{d_x} \) is an injective immersion and not a diffeomorphism. As we shall see in Section 2, in this case, we may still have an at least up-to-\((d_x + 1)\)-triangular form, but the Lipschitzness of its nonlinearities can be lost. Since this property is crucial for the implementation of high gain observers (see [2]), we give in Section 3 some sufficient conditions under which the Lipschitzness is preserved.

## 2 Immersion case (\( \alpha > d_x \))

The specificity of the triangular canonical form (3) is not so much in its structure but more in the dependence of its functions \( g_i \) and \( \varphi_{d_x} \). Indeed, by choosing \( \Psi = H_{d_x} \), we obtain:

\[
\begin{bmatrix}
0 & 1 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & 1 & 0 \\
0 & \ldots & 0 & 0 & \ldots
\end{bmatrix}
H_{d_x}(x) +
\begin{bmatrix}
0 \\
\vdots \\
\vdots \\
0 \\
L_{d_x} h(x)
\end{bmatrix}
\}
L_{d_x} \varphi_{d_x}(x) u
\]

To get (3), we need further the existence of a function \( \varphi_{d_x} \) satisfying

\[
L_{d_x}^i h(x) = \varphi_{d_x}(H_{d_x}(x)) \quad \forall x \in \mathcal{C} \tag{4}
\]

and, for \( i \leq \tau \), of functions \( g_i \) satisfying

\[
L_{d_x} L_{d_x}^{i-1} h(x) = g_i(h(x), \ldots, L_{d_x}^{i-1} h(x)) \quad \forall x \in \mathcal{C}. \tag{5}
\]

Let us illustrate via the following elementary example what can occur.

**Example 1** Consider the system defined as

\[
\begin{align*}
\dot{x}_1 &= x_2, \quad \dot{x}_2 = x_3, \quad \dot{x}_3 = 1 + u, \quad y = x_1
\end{align*}
\]

We get
\[ \mathbf{H}_3(x) = (h(x), L_f h(x), L_f^2 h(x)) = (x_1, x_2, x_3^2) \]
\[ \mathbf{H}_5(x) = (\mathbf{H}_3(x), L_f^3 h(x), L_f^4 h(x)) = (\mathbf{H}_3(x), 3x_3^2, 6x_3) \]

Hence \( \mathbf{H}_3 \) is a bijection and \( \mathbf{H}_5 \) is an injective left inverse defined on \( \mathbb{R}^3 \). According to \([16, \text{Theorem 1}]\), it admits a Lipschitz function \( \mathbf{g}_3 \) satisfying (4) if the given compact set \( C \) contains a point satisfying \( x_3 = 0 \). If we choose \( d_z = 3 \), we have
\[ L_f^3 h(x) = 3x_3^2 = 3(L_f^2 h(x))^{2/3} \]
and there is no locally Lipschitz function \( \mathbf{g}_3 \) satisfying (4) if the given compact set \( C \) contains a point satisfying \( x_3 = 0 \). If we choose \( d_z = 5 \), we have
\[ L_g L_f^3 h(x) = 3x_3^2 = 3(L_f^2 h(x))^{2/3} \]
and there is no locally Lipschitz function \( \mathbf{g}_3 \) satisfying (5) if the compact set \( C \) contains a point satisfying \( x_3 = 0 \).

Leaving aside the Lipschitzness requirement for the time being, we focus on the existence of continuous functions \( \varphi_{d_z} \) and \( \mathbf{g}_i \) verifying (4) and (5) respectively.

2.1 Existence of \( \varphi_{d_z} \) satisfying (4)

**Proposition 2** Suppose System (1) is weakly differentially observable of order \( \omega \) on the compact set \( C \). For any \( d_z \geq \omega \), there exists a continuous function \( \varphi_{d_z} : \mathbb{R}^{d_z} \rightarrow \mathbb{R} \) satisfying (4). If System (1) is strongly differentially observable of order \( \omega \) on \( C \), the function \( \varphi_{d_z} \) can be chosen Lipschitz on \( \mathbb{R}^{d_z} \).

**Proof.** There is nothing really new in this result. It is a direct consequence of the fact that a continuous function defined on a compact set admits a continuous left inverse defined on the image (see [3, §16.9]) and that this left inverse can be extended to the full space (e.g. Tietze extension theorem). In the case where \( \mathbf{H}_{d_z} \) is a bijection, according to \([1, \text{Lemma 3.2}]\), there exists a real number \( L_H > 0 \) such that
\[ |x_a - x_b| \leq L_H |\mathbf{H}_{d_z}(x_a) - \mathbf{H}_{d_z}(x_b)| \quad \forall (x_a, x_b) \in C \]
Therefore, the previously mentioned continuous left inverse of \( \mathbf{H}_{d_z} \) defined on \( \mathbf{H}_{d_z}(C) \) is Lipschitz on \( \mathbf{H}_{d_z}(C) \). According to \([16, \text{Theorem 1}]\), it admits a Lipschitz extension defined on \( \mathbb{R}^{d_z} \).

2.2 Existence of \( \mathbf{g}_i \) satisfying (5)

Concerning the functions \( \mathbf{g}_i \), we will prove the following result:

**Proposition 3** Suppose System (1) is uniformly observable on an open set \( S \) containing the given compact set \( C \).

- There exists a continuous function \( \mathbf{g}_1 : \mathbb{R} \rightarrow \mathbb{R}^{d_u} \) satisfying (5).
- If, for some \( i \in \{2, \ldots, d_s\} \), \( \mathbf{H}_2, \ldots, \mathbf{H}_i \) defined in (2) are open maps, then, for all \( j \leq i \), there exists a continuous function \( \mathbf{g}_j : \mathbb{R}^j \rightarrow \mathbb{R}^{d_u} \) satisfying (5).

The rest of this section is dedicated to the proof of this result through a series of lemmas, the proof of which can be found in appendix A.

A first important thing to notice is that the following property must be satisfied for the identity (5) to be satisfied (on \( S \)).

**Property \( A(i) \)**: \( L_g L_f^{i-1} h(x) = L_g L_f^{i-1} h(x_b) \)
\[ \forall (x_a, x_b) \in S^2 : \mathbf{H}_i(x_a) = \mathbf{H}_i(x_b) \]

Actually the converse is true and is a direct consequence from Lemma 7 proved in Appendix B:

**Lemma 1** If Property \( A(i) \) is satisfied with \( S \) containing the given compact set \( C \), then there exists a continuous function \( \mathbf{g}_i : \mathbb{R}^i \rightarrow \mathbb{R}^{d_u} \) satisfying (5).

**Property \( B(i) \)**:
For any \( (x_a, x_b) \) in \( S^2 \) such that \( x_a \neq x_b \), verifying \( \mathbf{H}_i(x_a) = \mathbf{H}_i(x_b) \), there exists a sequence \( (x_{a,k}, x_{b,k}) \) of points in \( S^2 \) converging to \( (x_a, x_b) \) such that for all \( k \), \( \mathbf{H}_i(x_{a,k}) = \mathbf{H}_i(x_{b,k}) \) and \( \frac{\partial \mathbf{H}_i}{\partial x} \) is full-rank at \( x_{a,k} \) or \( x_{b,k} \).

As in this Property, let \( x_a \neq x_b \) be such that \( \mathbf{H}_i(x_a) = \mathbf{H}_i(x_b) \). If \( \frac{\partial \mathbf{H}_i}{\partial x} \) is full-rank at either \( x_a \) or \( x_b \), then we can take \( (x_{a,k}, x_{b,k}) \) constant equal to \( (x_a, x_b) \). Thus, it is sufficient to check \( B(i) \) around points where neither \( \frac{\partial \mathbf{H}_i}{\partial x} \) nor \( \frac{\partial \mathbf{H}_i}{\partial x} \) is full-rank. But according to \([10, \text{Theorem 4.1}]\), the set of points where \( \frac{\partial \mathbf{H}_i}{\partial x} \) is not full-rank is of codimension at least one for a uniformly observable system. Thus, it is always possible to find points \( x_{a,k} \) as close to \( x_a \) as we want such that \( \frac{\partial \mathbf{H}_i}{\partial x} \) is full-rank. The difficulty of \( B(i) \) thus rather lies in ensuring that we have also \( \mathbf{H}_i(x_{a,k}) = \mathbf{H}_i(x_{b,k}) \).

In Appendix A, we prove

**Lemma 2** Suppose System (1) is uniformly observable on a set \( S \).

- Property \( A(1) \) is satisfied.
If, for some \( i \in \{2, \ldots, d_z + 1\} \), Property \( B(i) \) holds and Property \( A(j) \) is satisfied for all \( j \in \{1, \ldots, i-1\} \), then Property \( A(i) \) holds.

Thus, the first point in Proposition 3 is proved. Besides, a direct consequence of Lemmas 1 and 2 is that a sufficient condition to have the existence of the functions \( g_i \) for \( i \in \{2, \ldots, d_z + 1\} \) is to have \( B(j) \) for \( j \in \{2, \ldots, i\} \). The following lemma finishes the proof of Proposition 3 by showing that \( B(j) \) is in fact satisfied when \( H_j \) is an open map.

**Lemma 3** Suppose that for some \( j \in \{2, \ldots, d_z\} \), \( H_j \) is an open map on \( S \). Then, \( B(j) \) is satisfied.

**PROOF.** Take \((x_a, x_b)\) in \( S^2 \) such that \( x_a \neq x_b \) and \( H_j(x_a) = H_j(x_b) = y_0 \). Let \( H_j(B_p(x_a)) \cap B_p(x_b) \) be open balls of radius \( \frac{1}{2} \) centered at \( x_a \) and \( x_b \), respectively. Since \( H_j \) is open, \( H_j(B_p(x_a)) \) and \( H_j(B_p(x_b)) \) are open sets, both containing \( y_0 \). Thus, \( H_j(B_p(x_a)) \cap H_j(B_p(x_b)) \) is a non-empty open set. It follows that \( (H_j(B_p(x_a)) \cap H_j(B_p(x_b)))) \cap H_j(\Pi) \) is non-empty and contains a point \( y_p \). We conclude that there exist \((x_a, x_b, y_p)\) in \( B_p(x_a) \times B_p(x_b) \) such that \( H_j(x_a, x_b, y_p) = H_j(x_b, x_a, y_p) = y_p \) and \( \partial H_j \) is full-rank at \((x_a, x_b, y_p)\). Besides, the function \( \partial H_j \) is non-empty and contains a point \( y_p \).

Note that the assumption that \( H_j \) is an open map is stronger than \( B(j) \) since it leads to the full rank of \( \partial H_j \), while, in \( B(j) \), we only need the full-rank for \( \partial H_j \). We show in the following example that the openness of \( H_j \) is not necessary.

**Example 2** Consider the system defined as
\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = x_3^2 x_1, \quad \dot{x}_3 = u, \quad y = x_1
\]
On \( S = \{ x \in \mathbb{R}^3 : x_1^2 + x_2^2 \neq 0 \} \), and whatever \( u \) is, the knowledge of the function \( t \mapsto y(t) = X_1(x, t) \) and therefore of its three first derivatives
\[
\ddot{y} = y_2, \quad \dddot{y} = 3x_3^2 x_1(1 + u) + x_3^2 x_2
\]
gives us \( x_1, x_3, x_2 \) and \( y \). Thus, the system is uniformly observable on \( S \). Besides, the function
\[
H_1(x) = (x_1, x_2, x_3^2 x_1, 3x_3^2 x_1 + x_3^2 x_2)
\]
is injective on \( S \) and the system is weakly differentially observable of order 4 on \( S \). Now, although \( H_2 \) is trivially an open map on \( S \), \( H_3 \) is not. Indeed, consider for instance the open ball \( B \) in \( \mathbb{R}^3 \) with radius \( \frac{1}{2} \) and centered at \( (0, x_2, 0) \) for some \( x_2 \) such that \( |x_2| > \frac{1}{2} \). \( B \) is contained in \( S \). Suppose its image by \( H_3 \) is an open set of \( \mathbb{R}^3 \). It contains \( H_3(0, x_2, 0) = (0, x_2, 0) \) and thus \( (\varepsilon, x_2, \varepsilon) \) for any sufficiently small \( \varepsilon \). This means that there exist \( x \) in \( B \) such that \( (\varepsilon, x_2, \varepsilon) = H_2(x) \), i.e., necessarily \( x_2 = \varepsilon \) and \( x_3 = 1 \). But this point is not in \( B \), and we have a contradiction. Therefore, \( H_3 \) is not open. However, \( B(3) \) trivially holds because \( H_2 \) is full-rank everywhere.

2.3 A solution to Problem \( P \)

With Propositions 2 and 3, we have the following solution to Problem \( P \).

**Theorem 1** Suppose System (1) is weakly differentially observable of order \( \alpha \) and uniformly observable on an open set \( S \) containing the given compact set \( C \). With selecting \( \Psi = H_0 \) and \( d_z = 0 \), we have a solution to Problem \( P \) if we pick either \( \tau = 1 \), or \( \tau = i \) when \( H_j \) is an open map for any \( j \in \{2, \ldots, i\} \) with \( i \leq d_z \).

**PROOF.** In each case, the function \( \varphi_{d_z} \) is obtained from Proposition 2. Functions \( g_i \) for \( i \leq \tau \) are obtained from Proposition 3. Finally, it is possible to construct the functions \( g_i \), for \( i > \tau \), in the same way as \( \varphi_{d_z} \).
Nevertheless, we are going to see in this section that it 

Example 3 Coming back to Example 2, we have seen that \( H_2 \) is open and that \( H_3 \) is not but \( \mathcal{B}(3) \) is satisfied. Besides, the system is weakly differentially observable of order 4. We deduce that there exists a full-triangular form of order 4. Indeed, we have \( L_y h(x) = L_y L_i h(x) = 0 \) and 

\[
L_y L_i^2 h(x) = 3x_3^2 x_1 = 3(L_i^2 h(x))^2(h(x))^2
\]

so that we can take

\[
g_1 = g_2 = 0 \quad , \quad g_4(z_1, z_2, z_3) = 3z_3^2 z_1^2.
\]

As for \( g_4 \) and \( g_4 \), they are obtained via inversion of \( H_4 \) 

For a strongly differentially observable system of order \( o = d_x \) on \( \mathcal{S} \), the Jacobian of \( H_i \) for any \( i \) in \( \{1, ..., d_x\} \) has full rank on \( \mathcal{S} \). Thus, taking \( d_x = \sigma + 1 = a = d_x \) a full Lipschitz triangular form of dimension \( d_x \) exists, i.e. we recover the result of Proposition 1.

Example 4 In Example 2, \( H_3 \) is full rank on \( \mathcal{S} \setminus \{x \in \mathbb{R}^3 \mid x = 0 or x_3 = 0\} \). Thus, according to Proposition 4, the only points where \( g_3 \) may not be Lipschitz, are the image of points where \( x_1 = 0 \) or \( x_3 = 0 \). Let us study more precisely what happens around those points. Take 

\[
x_a = (x_1, a, x_2, a) \in \mathcal{S}.
\]

If there existed a locally Lipschitz function \( g_3 \) verifying (5) around \( x_a \), there would exist \( L > 0 \) such that for any \( z_b = (x_1, a, x_2, a, x_3, b) \) sufficiently close to \( x_a \) with \( x_1, a \neq 0 \), \( |x_3, b| \leq L|x_3, b| \), which we know is impossible. Therefore, there does not exist a function \( g_3 \) which is Lipschitz around the image of points where \( x_3 = 0 \). Let us now study what happens elsewhere, namely on \( \mathcal{S} \setminus \{x \in \mathbb{R}^3 \mid x_3 = 0\} \). It turns out that on any compact set \( C \) of \( \mathcal{S} \), there exists a \( L \) such that we have for all \((x_1, a, x_2, a) \) in \( C^2 \),

\[
|x_3, a^2 x_1 - x_3, a^2 x_1| \leq L(|x_1, a - x_1, b| + |x_3, a x_1 - x_3, b x_1|)
\]

Therefore, the continuous function \( g_3 \) found earlier in Example 3 such that \( g_3(H_3(x)) = L_y L_i^2(x) = 3x_3^2 x_1 \) on \( \mathcal{S} \) (and thus on \( C \)) verifies in fact

\[
|g_3(z_a) - g_3(z_b)| \leq L|z_a - z_b|
\]

on \( H_3(C) \) and can be extended to a Lipschitz function on \( \mathbb{R}^3 \) according to [10, Theorem 1]. We conclude that although \( H_3 \) does not have a full-rank Jacobian everywhere on \( C \), it is possible to find a Lipschitz function \( g_3 \) solution to our problem on this set.

\[\text{PROOF.}\] As noticed after the statement of Property \( \mathcal{B}(i) \), since \( \frac{\partial H_i}{\partial x} \) has full rank in the open set \( \mathcal{R}_i \), Property \( \mathcal{B}(i) \) holds on \( \mathcal{R}_i \) (i.e. with \( \mathcal{R}_i \) replacing \( \mathcal{S} \) in its statement). It follows from Lemma 2 that \( A(i) \) is satisfied on \( \mathcal{R}_i \). Besides, according to Lemma 8, \( H_i(\mathcal{R}_i) \) is open and there exists a \( C^1 \) function \( g_i \) defined on \( H_i(\mathcal{R}_i) \) such that for all \( x \) in \( \mathcal{R}_i \), \( g_i(H_i(x)) = L_y L_i^{i-1} h(x) \). Now, \( K_{i,c} \) being a compact set contained in \( \mathcal{R}_i \), and \( H_i \) being continuous, \( H_i(K_{i,c}) \) is a compact set contained in \( H_i(\mathcal{R}_i) \). Thus, \( g_i \) is Lipschitz on \( H_i(K_{i,c}) \). According to [10], there exists a Lipschitz extension of \( g_i \) to \( \mathbb{R} \) coinciding with \( g_i \) on \( H_i(K_{i,c}) \), and thus verifying (5) for all \( x \) in \( K_{i,c} \). \[\square\]
3.2 A necessary condition

We have just seen that the condition in Proposition 4 that the Jacobian of $H_i$ be full-rank, is sufficient but not necessary. In order to have locally Lipschitz functions $g_i$ satisfying (5), there must exist for all $x$ a strictly positive number $L$ such that for all $(x_a, x_b)$ in a neighborhood of $x$,

$$|L_g L_i^{-1} h(x_a) - L_g L_i^{-1} h(x_b)| \leq L |H_i(x_a) - H_i(x_b)|.$$  \hspace{1cm} (8)

We have the following necessary condition:

**Lemma 4** Consider $x$ in $S$ such that (8) is satisfied in a neighborhood of $x$. Then, for any non-zero vector $v$ in $\mathbb{R}^{d_x}$, and any $k$ in $\{1, \ldots, d_u\}$, we have:

$$\frac{\partial H_i}{\partial x}(x) v = 0 \Rightarrow \frac{\partial L_g L_i^{-1} h}{\partial x}(x) v = 0.$$  \hspace{1cm} (9)

**PROOF.** Assume there exists a non-zero vector $v$ in $\mathbb{R}^{d_x}$ such that $\frac{\partial H_i}{\partial x}(x) v = 0$. Choose $r > 0$ such that Inequality (8) holds on $B_r(x)$, the ball centered at $x$ and of radius $r$. Consider for any integer $p$ the vector $x_p$ in $B_r(x)$ defined by $x_p = x - \frac{1}{p} v$. This gives a sequence converging to $x$ when $p$ tends to infinity. We have

$$0 \leq \left| \frac{L_g L_i^{-1} h(x_p) - L_g L_i^{-1} h(x)}{|x - x_p|} \right| \leq L \frac{|H_i(x_p) - H_i(x)|}{|x - x_p|}.$$  \hspace{1cm} (10)

The sequence $\frac{x - x_p}{|x - x_p|}$ tends to $v$, and thus, $\frac{H_i(x_p) - H_i(x)}{|x - x_p|}$ tends to $\frac{\partial H_i}{\partial x}(x) v$ which by assumption is 0. Similarly $\frac{L_g L_i^{-1} h(x_p) - L_g L_i^{-1} h(x)}{|x - x_p|}$ tends to $\frac{\partial L_g L_i^{-1} h}{\partial x}(x) v$ which is also 0 according to (10). \hfill $\blacksquare$

We conclude that when $H_i$ does not have a full-rank Jacobian, it must satisfy condition (9) to allow the existence of locally Lipschitz triangular functions $g_i$. This condition is in fact about uniform infinitesimal observability.

**Definition 3** (Uniform infinitesimal observability) (See [10] Definition 1.2.1.31.) Consider the system lifted to the tangent bundle (see [10] page 10])

$$\begin{cases}
\dot{x} = f(x) + g(x)u \\
\dot{v} = \left( \frac{\partial f}{\partial x} + \frac{\partial f}{\partial v} \right) v + \left( \frac{\partial g}{\partial x} + \frac{\partial g}{\partial v} \right) v
\end{cases}$$

with $v$ in $\mathbb{R}^{d_x}$ and $w$ in $\mathbb{R}$ and the solutions of which are denoted $(X_u(x, t), V_u((x, v), t))$. System (1) is uniformly infinitesimally observable on $S$ if, for any pair $(x, v)$ in $S \times \mathbb{R}^{d_x} \setminus \{0\}$, any strictly positive number $T$, and any $C^1$ function $u$ defined on an interval $[0, T)$, there exists a time $t < T$ such that $\frac{\partial}{\partial x} (X_u(x, t), V_u((x, v), t)) \neq 0$ and such that $X_u(x, t) \in S$ for all $s \leq t$.

We have the following result.

**Proposition 5** Suppose that System (1) is strongly differentially observable of order $\alpha$ (or at least that $H_i$ is an immersion on $S$) and that Inequality (8) is verified at least locally around any point $x$ in $S$ for any $i$ in $\{1, \ldots, \alpha\}$. Then the system is uniformly infinitesimally observable on $S$.

**PROOF.** According to Lemma 4, we have (9) for all $x$ in $S$ and all non-zero $v$. Now take $x$ in $S$ and a non-zero vector $v$ and suppose that there exists $T > 0$ such that for all $t$ in $[0, T)$, $X_u(x, t)$ is in $S$ and $w(t) = \frac{\partial}{\partial x} (X_u(x, t))V_u((x, v), t) = 0$. To simplify the notations, we denote $X(t) = X_u(x, t)$ and $V(t) = V_u((x, v), t)$. For all integer $i$, we denote

$$w_i(t) = \frac{\partial L_i^{-1} h}{\partial x} (X(t))V(t).$$

We note that for any function $\tilde{h} : \mathbb{R}^n \to \mathbb{R}$, we have

$$\frac{\partial \tilde{h}}{\partial x} (X(t))V(t) = \frac{\partial L_i \tilde{h}}{\partial x} (X(t))V(t) + \sum_{k=1}^{d_u} u_k \frac{\partial L_{g_k} \tilde{h}}{\partial x} (X(t))V(t).$$

We deduce for all integer $i$ and all $t$ in $[0, T)$

$$w_i(t) = w_{i+1}(t) + \sum_{k=1}^{d_u} u_k \frac{\partial L_{g_k} L_i^{-1} h}{\partial x} (X(t))V(t).$$

Let us show by induction that $w_i(t) = 0$ for all integer $i$ and all $t$ in $[0, T)$. It is true for $i = 1$ by assumption. Now, take an integer $i > 1$, and suppose $w_i(t) = 0$ for all $t$ in $[0, T)$ and all $j \leq i$, $i-v \frac{\partial H_i}{\partial x} (X_u(x, t))V_u((x, v), t) = 0$ for all $t$. In particular, $w_i(t) = 0$ for all $t$. Besides, according to (9), $\frac{\partial L_g L_i^{-1} h}{\partial x} (X_u(x, t))V_u((x, v), t) = 0$ for all $k$ in $\{1, \ldots, d_u\}$ and for all $t$. Thus, $w_{i+1}(t) = 0$ for all $t$. We conclude that $w_i$ is zero on $[0, T)$ for all $i$ and in particular at time 0, $\frac{\partial H}{\partial x} (x,v) = (w_1(0), \ldots, w_{\alpha}(0)) = 0$. But $H_i$ is an immersion on $S$, thus, necessarily $v = 0$ and we have a contradiction. \hfill $\blacksquare$

**Example 5** We go on with Example 2. The linearization of the dynamics (7) yields

$$\dot{v}_1 = v_2, \quad \dot{v}_2 = x_3^3 v_1 + 3 x_3^2 x_1 v_3, \quad \dot{v}_3 = 0, \quad w = v_1.$$  \hspace{1cm} (12)

Consider $x_0 = (x_1, x_2, 0)$ in $S$ and $v_0 = (0, 0, v_3)$ with
\(v_0\) a nonzero real number. The solution to (7)-(12) initialized at \((x_0, v_0)\) and with a constant input \(u = -1\) is such that \(X(x_0, t)\) remains in \(S\) in \([0, T]\) for some strictly positive \(T\) and \(w(t) = 0\) for all \(t \in [0, T]\). Since \(v_0\) is nonzero, System (7) is not uniformly infinitesimally observable on \(S\). But, for System (7), \(H_\tau\) is an immersion on \(S\). We deduce from Proposition 5 that Inequality (8) is not satisfied for all \(i\), i.e., there does not exist Lipschitz triangular functions \(g_i\) for all \(i\) on \(S\). This is consistent with the conclusion of Example 4. However, on \(S\), i.e., when we remove the points where \(x_3 = 0\), the system becomes uniformly infinitesimally observable. Indeed, it can be checked that for \(x, w \in \bar{w} = \bar{w} = w^{(5)} = 0\), implies that \(V = 0\). Unfortunately, from our results, we cannot infer from this that the functions \(g_i\) can be taken Lipschitz on \(S\). Nevertheless, the conclusion of Example 4 is that \(g_i\) can be taken Lipschitz even around points with \(x_1 = 0\). All this suggests a possible tighter link between uniform infinitesimal observability and Lipschitzness of the triangular form.

We conclude from this section that uniform infinitesimal observability is required to have the Lipschitzness of the functions \(g_i\) when they exist. However, we don’t know if it is sufficient yet.

4 Conclusion

Like for strongly differentially observable systems of order \(d_1\) (the state dimension), uniform observability of weakly differentially observable systems of order \(d \geq d_1\), may still imply the existence of an at least up-to-\(d_1\) + 1-triangular canonical form of dimension \(d\) (see (3)). But

- we have shown this under the additional assumption that the functions \(H_i(x) = (h(x), L_1 f(x), \ldots, L^{d_1}_i f(x))\) are open maps. Actually it is sufficient that the properties \(B(2), \ldots, B(d_1 + 1)\) hold (see (6)).
- the functions in the triangular form are possibly non Lipschitz, but only close to points where the rank of the Jacobian of \(H_i\) changes. Anyhow, uniform infinitesimal observability is necessary to have Lipschitz functions.
- for a non Lipschitz triangular canonical form, convergence of the regular high gain observer may be lost, but, under certain regularity assumptions, it is still possible to design asymptotic observers (see [5]).

Although our result only gives a partial triangular form, we have no counter example showing that it cannot be a full triangular form.

A Proof of Lemma 2

Assume the system is uniformly observable on \(S\). We first show that property \(A(1)\) holds. Suppose there exists \((x^*_a, x^*_b)\) in \(S^2\) and \(k \in \{1, \ldots, d_u\}\) such that \(x^*_a \neq x^*_b\) and

\[
h(x^*_a) = h(x^*_b), \quad L_{g_k} h(x^*_a) \neq L_{g_k} h(x^*_b).
\]

Then, the control law \(u\) with all its components zero except its \(k\)th one which is

\[
u_k = -\frac{L_j h(x_a) - L_j h(x_b)}{L_{g_k} L^{-1}_j h(x_a) - L_{g_k} h(x_a)}.
\]

is defined on a neighborhood of \((x^*_a, x^*_b)\). The corresponding solutions \(X_a(x^*_a, t)\) and \(X_a(x^*_b, t)\) are defined on some time interval \([0, T]\) and satisfy

\[
h(X_a(x^*_a, t)) = h(X_a(x^*_b, t)) \quad \forall t \in [0, T].
\]

Since \(x^*_a\) is different from \(x^*_b\), this contradicts the uniform observability. Thus \(A(1)\) holds.

Let now \(i\) in \(\{2, \ldots, d_u + 1\}\) be such that Property \(B(i)\) holds and \(A(j)\) is satisfied for all \(j \in \{1, \ldots, i-1\}\). To establish by contradiction that \(A(i)\) holds, we assume this is not the case. This means that there exists \((x^*_a, y^*_b)\) in \(S^2\) and \(k \in \{1, \ldots, d_u\}\) such that \(H_i(x^*_a, 0) = H_i(y^*_b, 0)\) but \(L_{g_k} L^{-1}_j(x^*_a, 0) \neq L_{g_k} L^{-1}_j(y^*_b, 0)\). This implies \(x^*_a \neq y^*_b\). By continuity of \(L_{g_k} L^{-1}_j\) and according to \(B(i)\), there exists \(x^*_a\) (resp \(y^*_b\)) in \(S\) sufficiently close to \(x^*_a, 0\) (resp \(y^*_b, 0\)) satisfying \(x^*_a \neq y^*_b\),

\[
H_i(x^*_a) = H_i(y^*_b), \quad L_{g_k} L^{-1}_j(x^*_a) \neq L_{g_k} L^{-1}_j(y^*_b),
\]

and \(\frac{\partial H_i}{\partial x^*_a}\) is full-rank at \(x^*_a\) or \(x^*_b\). Without loss of generality, we suppose it is full-rank at \(x^*_a\). Thus, \(\frac{\partial H_i}{\partial x^*_a}\) is full-rank at \(x^*_a\) for all \(j < i\). We deduce that there exists an open neighborhood \(V_a\) of \(x^*_a\) such that for all \(j < i\), \(\frac{\partial H_i}{\partial x^*_a}\) is full-rank on \(V_a\). Since \(A(j)\) holds for all \(j < i\), according to Lemma 8, \(H_i(V_a)\) is open for all \(j < i\) and there exist locally Lipschitz functions \(g_j : H_i(V_a) \to \mathbb{R}^{d_u}\) such that, for all \(x^*_a\) in \(V_a\),

\[
g_j(H_i(x^*_a)) = L_g L^{-1}_j h(x^*_a).
\]

Also, \(H_i(x^*_a) = H_i(x^*_b)\) implies that \(H_i(x^*_a)\) is in the open set \(H_i(V_a)\). Continuity of each \(H_i\) implies the existence of an open neighborhood \(V_a\) of \(x^*_a\) such that \(H_i(V_a)\) is contained in \(H_i(V_a)\) for all \(j < i\). Thus, for any \(x^*_b\) in \(V_b\), \(H_i(x^*_b)\) is in \(H_i(V_a)\) and there exists \(x^*_a\) in \(V_a\) such that \(H_i(x^*_a) = H_i(x^*_b)\). According to \(A(j)\) this implies that \(L_g L^{-1}_j h(x^*_a) = L_g L^{-1}_j h(x^*_b)\) and with (A.1),

\[
L_g L^{-1}_j h(x^*_a) = L_g L^{-1}_j h(x^*_a) = g_j(H_i(x^*_a)) = g_j(H_i(x^*_b)).
\]

Therefore, (A.1) holds on \(V_a\) and \(V_b\).

Then, the control law \(u\) with all its components zero except its \(k\)th one which is

\[
u_k = -\frac{L_j h(x_a) - L_j h(x_b)}{L_{g_k} L^{-1}_j h(x_a) - L_{g_k} h(x_a)}.
\]

is defined on a neighborhood of \((x^*_a, x^*_b)\). The corresponding solutions \(X_a(x^*_a, t)\) and \(X_a(x^*_b, t)\) are defined
on some time interval $[0, T)$ where they remain in $V_a$ and $V_b$ respectively. Let $Z_a(t) = H(x_a(x_a^t, t))$, $Z_b(t) = H(x_b(x_b^t, t))$ and $W(t) = Z_a(t) - Z_b(t)$ on $[0, T)$. Since, for all $j < i$, (A.1) holds on $V_a$ and $V_b$, $(W, Z_a)$ is solution to the system:

\[
\begin{align*}
\dot{w}_1 &= w_2 + (g_1(z_{a,1}) - g_1(z_{a,1} - w_1)) u \\
\dot{w}_j &= w_{j+1} + (g_1(z_{a,1}, \ldots, z_{a,j}) - g_1(z_{a,1} - w_1, \ldots, z_{a,j} - w_j)) u \\
\vdots \\
\dot{z}_{a,1} &= 0 \\
\dot{z}_{a,j} &= z_{j+1} + g_j(z_{a,1}, \ldots, z_{a,j}) u \\
\dot{z}_{a,i} &= \ddot{u}
\end{align*}
\]

with initial condition $(0, H(x_a^t))$, where $\ddot{u}$ is the time derivative of $Z_a(t)$. Note that the function $(0, Z_a)$ is also a solution to this system with the same initial condition. Since the functions involved in this system are locally Lipschitz, it admits a unique solution. Hence, for all $t \in [0, T)$, $W(t) = 0$, and thus $Z_a(t) = Z_b(t)$, which implies $h(X(x_a^t, t)) = h(X(x_b^t, t))$. Since $x_a^t$ is different from $x_b^t$, this contradicts the uniform observability. Thus $A(t)$ holds.

## B Technical lemmas

In this appendix, we consider two continuous functions $\Phi : \mathbb{R}^n \to \mathbb{R}$ and $\gamma : \mathbb{R}^n \to \mathbb{R}$ and a subset $S$ of $\mathbb{R}^n$ such that

\[
\Phi(x) = \Phi(y) \quad \forall (x, y) \in S^2 : \gamma(x) = \gamma(y) .
\]  

(B.1)

**Lemma 5** There exists a function $\phi$ defined on $\gamma(S)$ such that

\[
\Phi(x) = \phi(\gamma(x)) \quad \forall x \in S .
\]

(B.2)

**PROOF.** Define the map $\phi$ on $\gamma(S)$ as

\[
\phi(z) = \bigcup_{x \in S, \gamma(x) = z} \{\Phi(x)\} .
\]

For any $z$ in $\gamma(S)$, the set $\phi(z)$ is non-empty and single-valued because according to (B.1), if $z = \gamma(x_a) = \gamma(x_b)$, then $\Phi(x_a) = \Phi(x_b)$. Therefore, we can consider $\phi$ as a function defined on $\gamma(S)$ and it verifies (B.2).

**Lemma 6** Consider any compact subset $C$ of $S$. There exists a class $K$ function $\rho$ such that for all $(x_a, x_b)$ in $C^2$

\[
|\Phi(x_a) - \Phi(x_b)| \leq \rho(|\gamma(x_a) - \gamma(x_b)|) .
\]

(B.3)

**PROOF.** We denote $D(x_a, x_b) = |\gamma(x_a) - \gamma(x_b)|$. Let

\[
\rho_0(s) = \max_{(x_a, x_b) \in C^2} |\Phi(x_a) - \Phi(x_b)|
\]

\[
D(x_a, x_b) \leq s
\]

This defines properly a non decreasing function with non negative values which satisfies:

\[
|\Phi(x_a) - \Phi(x_b)| \leq \rho_0(D(x_a, x_b)) \quad \forall (x_a, x_b) \in C^2 .
\]

Also $\rho_0(0) = 0$. Indeed if not there would exist $(x_a, x_b)$ in $C^2$ satisfying:

\[
D(x_a, x_b) = 0 , \quad |\Phi(x_a) - \Phi(x_b)| > 0 .
\]

But this contradicts Equation (B.1).

Moreover, it can be shown that this function is also continuous at $s = 0$. Indeed, let $(s_k)_{k \in \mathbb{N}}$ be a sequence converging to $0$. For each $k$, there exist $(x_{a,k}, x_{b,k})$ in $C^2$ which satisfies $D(x_{a,k}, x_{b,k}) \leq s_k$ and $\rho_0(s_k) = |\Phi(x_{a,k}) - \Phi(x_{b,k})|$. The sequence $(x_{a,k}, x_{b,k})_{k \in \mathbb{N}}$ being in a compact set, it admits an accumulation point $(x_{a}^*, x_{b}^*)$ which, because of the continuity of $D$ must satisfy $D(x_{a}^*, x_{b}^*) = 0$ and therefore with (B.1) also $\Phi(x_{a}^*) - \Phi(x_{b}^*) = 0$. It follows that $\rho_0(s_k)$ tends to $0$ and $\rho_0$ is continuous at $0$.

Now, the function, defined by the Riemann integral

\[
\rho(s) = \left\{ \begin{array}{ll}
\frac{1}{s} \int_s^{2s} \rho_0(s)ds + s , & s > 0 \\
0 & s = 0
\end{array} \right.
\]

is continuous and strictly increasing and we have:

\[
|\Phi(x_a) - \Phi(x_b)| \leq \rho(D(x_a, x_b)) \quad \forall (x_a, x_b) \in C^2 .
\]

**Lemma 7** Consider any compact subset $C$ of $S$. There exists a continuous function $\phi$ defined on $\mathbb{R}^n$ such that

\[
\Phi(x) = \phi(\gamma(x)) \quad \forall x \in C .
\]

**PROOF.** Consider $\phi$ and $\rho$ given by Lemmas 5 and 6 respectively. For any $(z_a, z_b)$ in $\gamma(C)^2$, there exists $(x_a, x_b)$ in $C^2$ such that $z_a = \gamma(x_a)$ and $z_b = \gamma(x_b)$. Applying (B.3) to $(x_a, x_b)$ and using (B.2), we have

\[
|\phi(z_a) - \phi(z_b)| \leq \rho(|z_a - z_b|) .
\]

This means that $\phi$ is uniformly continuous on the compact set $\gamma(C)$. Thus, $\phi$ is also bounded on $\gamma(C)$. We deduce from [16 Corollary 2] (applied to each component of $\phi$) that $\phi$ admits a uniformly continuous (and bounded) extension defined on $\mathbb{R}^n$.

**Lemma 8** Assume that $q \leq n$ and consider an open subset $V$ of $S$ such that $\frac{\partial}{\partial x}$ is full-rank on $V$, namely $\gamma is
a submersion on \( V \). Then, \( \gamma(V) \) is open and there exists a \( C^1 \) function \( \phi \) defined on \( \gamma(V) \) such that

\[
\Phi(x) = \phi(\gamma(x)) \quad \forall x \in V.
\]

**Proof.** \( \gamma \) is an open map according to [15, Proposition 4.28], thus \( \gamma(V) \) is open. Consider the function \( \phi \) given by Lemma 5 and take any \( z^* \) in \( \gamma(V) \). There exists \( x^* \) in \( V \) such that \( z^* = \gamma(x^*) \). \( \gamma \) being full-rank at \( x^* \), according to the constant rank theorem, there exists an open neighborhood \( V^* \) of \( x^* \) and \( C^1 \) diffeomorphisms \( \psi_1 : \mathbb{R}^n \to V^* \) and \( \psi_2 : \mathbb{R}^q \to \gamma(V^*) \) such that for all \( \tilde{x} \) in \( \mathbb{R}^n \):

\[
\gamma(\psi_1(\tilde{x})) = \psi_2(\tilde{x}_1, \ldots, \tilde{x}_q).
\]

It follows that for all \( z \) in \( \gamma(V^*) \)

\[
\gamma(\psi_1(\psi_2^{-1}(z), 0)) = z
\]

namely \( \gamma \) admits a \( C^1 \) right-inverse \( \gamma^{-1} \) defined on \( \gamma(V^*) \) which is an open neighborhood of \( z^* \). Therefore, \( \phi = \Phi \circ \gamma^{-1} \) and \( \phi \) is \( C^1 \) at \( z^* \).
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