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The aim of this paper is to present some recent developments and hints for future researches in control inspired of flatness-
based ideas. We focus on motion planning: Steering a system from one state to another. We do not consider stabilization
and trajectory tracking. We explain how explicit trajectory parameterization, a property that is central for flat systems, can
be useful for the feed-forward control of various oscillatory systems (linear, non-linear , finite and infinite dimensional) of
physical and engineering interests. Such parameterization provide simple algorithms to generate in real-time trajectories.
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1 Introduction

More than 10 years ago, Michel Fliess and coworkers [9–11] introduced a special class of non-linear control systems
described by ordinary equations: Differential flat systems form a special class of under-determined differential systems (also
called implicit control systems or differential/algebraic control systems) for which systematic control methods are available
once a flat-output is explicitly known. For clarity’s sake, we just sketch a tutorial definition of flatness for state-space
control system. The smooth system d

dt x = f(x, u) is flat, if and only if, there exists m = dim(u) real smooth functions
h = (h1, . . . , hm) depending on x and a finite number of u derivatives, says α, such that, generically, the solution (x, u) of
the square differential-algebraic system (t �→ y(t) is given)

ẋ = f(x, u), y(t) = h
(
x, u, u̇, . . . , u(α)

)

does not involve any differential equation and thus is of the form

x = Φ
(
y, ẏ, . . . , y(β)

)
, u = Ψ

(
y, ẏ, . . . , y(β+1)

)

where Ψ and Φ are smooth functions and β is some finite number. The quantity y is of fundamental importance: It is
called flat-output or linearizing-output. In control language, the flat output y is such that, the inverse of ẋ = f(x, u), y =
h(x, u, . . . , u(α)) has no dynamics [17]. Flatness is related to state feedback linearization and in fact has a long history. Such
notion goes back to Hilbert [16] with his work on the general solution of Monge equations, work that has been prolonged by
Cartan [4] with a characterization via the derived flag of solvable (in the sense of Hilbert) Monge equations of any-order. In a
control setting, Cartan considers in fact driftless systems with two controls ẋ = f1(x)u1 + f2(x)u2: He provides, as shown
in [27], a necessary and sufficient flatness condition that is closely related to conversion of such systems into chain-form
(the dual of a contact Pfaffian system, see [33, 34]). But in general, the problem of flatness characterization is fully open
for multi-input systems (dim(u) > 1). There is no algorithm to decide once the equations ẋ = f(x, u) are given, if there
exists such map h, called flat-output map. The situation is somehow comparable to integrable Hamiltonian systems: There
is no algorithm to decide whether a given Hamiltonian H(q, p) yields an integrable system; many examples of physical
interest are integrable and for these systems we have the form of their general solution in terms of the initial conditions;
only necessary conditions are available (see, e.g. the Morales-Ramis theorem [31]). For flat systems, the situation is very
similar: No algorithm to decide whether a system is flat or not; many examples of engineering interest are flat and their
general solution is in term of the derivatives of a flat-output y that has a clear physical interpretation [26]; few necessary
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412 P. Rouchon: Flatness based control of oscillators

conditions are available (see, e.g., the ruled-manifold criterion [38]). To summarize such analogy: The role of flat-systems
within the set of under-determined ordinary differential systems is very similar to the role of integrable systems within the
set of determined ordinary-differential systems.

We discuss and present here on several examples some recent developments in control inspired of flatness-based idea
(see also [41] for a complementary point of view). We focus on trajectory generation. We do not consider stabilization and
trajectory tracking (see, e.g., [12,15,22]).

In Sect. 2, we consider linear systems. We show for n oscillators in parallel, how to compute directly and explicitly
y, h, Ψ and Φ via operational calculus with the Laplace variable s = d/dt. This algebraic computation directly extends
to the wave equation with boundary control. Such extensions to infinite dimensional systems were first pointed out by
Mounier [32] for delay systems and prolonged later to several 1D partial differential equations with boundary control (see,
e.g., [13,14,18,35,36,39,40]. We explain why, as noticed in [5], for truly 2D or 3D systems with a finite number of controls,
exact controllability in finite time is impossible and must be replaced by approximated controllability. Such obstruction
to exact controllability relies on classical relationships between the zeros distribution of an entire function and its order
at infinity [2]. We finally discuss this limitation for a 1D example of a flexible system with internal damping where exact
controllability in finite time is also impossible.

In Sect. 3 we show via the example of the juggling robot 2kπ [20] that flatness can be seen as an extension to under-actuated
robots of the classical computed torque method widely used in robotics. We explain also how to overcome the singularities
that automatically appear for trajectories between the stable and unstable equilibrium of the spherical pendulum carried by
2kπ. The main idea relies on deformations (here a change of time-scale) of the smooth flat output trajectory t �→ y(p, t)
via a parameter p. Then a careful choice of p provides smooth state and control trajectories even if, during the transient
and for some isolated value of t, the implicit algebraic system relating (x, u) to the derivatives of y becomes singular. We
suggest that idea from singularity theory could be use to generalize such open-loop design method. Finally, we conclude an
example inspired from actual researches in physics: Manipulation of atom via photons. A straight-forward adaptation of the
computed torque method to a classical model could be of some interest for designing the shape of Laser pulses to control
the cartesian position of a charged particle or an atom. We wonder if such point of view can also be useful when quantum
descriptions of the dynamics are considered.

2 Linear systems

2.1 Oscillators in parallel

Consider n oscillators in generalized coordinates zi satisfying:

d2zi

dt2
= −(ωi)2zi + biu, i = 1, . . . , n (1)

where u ∈ R is the control and where ωi > 0 and bi �= 0 are parameters with ωi �= ωj for i �= j. Take T > 0 and D �= 0.
We want to describe all the open-loop controls [0, T ] � t �→ u(t) steering the system from the steady-state zi = 0 at t = 0
to the steady-state zi = biD

(ωi)2
. This means that with such open-loop control [0, T ] � t �→ u(t), the solution t �→ zi(t) of (1)

with initial condition zi(0) = 0, żi(0) = 0 satisfies zi(T ) = biD
(ωi)2

and żi(T ) = 0. Let us show how to obtain such control u

explicitly without any integration. The difficulty is that when D/T 2 is similar to the pulsation ωi, one has to design carefully
[0, T ] � t �→ u(t) to avoid the residual oscillations that can occur when u stops at D for t ≥ T . This must be done for all
the zi’s simultaneously.

With s = d/dt, (1) reads formally:
(
s2 + (ωi)2

)
zi = biu, i = 1, . . . , n

that can be seen as a linear under-determined system with n+1 unknown variables (the zi and the control u) and n equations.
Following [22,28], this system admits an explicit formulation in the following sense:

zi = Qi(s)y, u = Q(s)y with y =
n∑

k=1

ckzk

where ( =
√−1):

Qi(s) =
bi

(ωi)2

n∏
k=1
k �= i

(
1 +

(
s

ωk

)2
)

, Q(s) =
n∏

k=1

(
1 +

(
s

ωk

)2
)

, ck =
1

Qk(ωk)
∈ R . (2)
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The justification of such formulae is mainly as follows: The n even polynomials (Q1, . . . , Qn) are independent and of degree
less or equal to 2n − 2; they form a basis of the even polynomials of degree less than 2n − 2; the constant polynomial 1 can
be expressed as a linear combination of (Q1, . . . , Qn) that defines ci: 1 =

∑
ckQk(s). Let us define the real coefficients qi

k

and qk via Qi(s) =
∑n−1

k=0 qi
ks2k and Q(s) =

∑n
k=0 qks2k.

All the formal manipulations above imply that, for any arbitrary smooth function t �→ y(t), the smooth functions χi and
υ(t) derived from y(t) via

χi(t) =
n−1∑
k=0

qi
ky(2k)(t), υ(t) =

n∑
k=0

qky(2k)(t)

automatically satisfy (1) with zi = χi and u = υ. Moreover

y(t) =
∑

k

ckχk(t) .

There is a one to one linear correspondence between the trajectories of (1) and the arbitrary smooth time function y.
More precisely, any piecewise continuous open-loop control [0, T ] � t �→ u(t) steering from the steady-state zi(0) = 0 to
the steady-state zi(T ) = bi

(ωi)2
D can be described via

u(t) =
n∑

k=0

qky(2k)(t)

for all KC2n-functions1 [0, T ] � t �→ y(t) such that

y(0) = 0, y(T ) = D, ∀i ∈ {1, . . . , 2n − 1}, y(i)(0) = y(i)(T ) = 0 .

Such formulae provide efficient real-time motion planning algorithms.
Let us give similar formulae when damping effect are included for each oscillator. We replace (1) by

d2zi

dt2
= −(ωi)2zi − 2ξiωiżi + biu, i = 1, . . . , n (3)

where the additional parameter is ξi ≥ 0, the damping factor. We have

zi = Qi(s)y, , u = Q(s)y

with

Qi(s) =
bi

(ωi)2

n∏
k=1, k �=i

(
1 + 2ξk

(
s

ωk

)
+
(

s

ωk

)2
)

, Q(s) =
n∏

k=1

(
1 + 2ξk

(
s

ωk

)
+
(

s

ωk

)2
)

.

The polynomials Qi and Q are no longer made with even power of s. Assume that for any i �= k the second order polynomials

1 + 2ξk

(
s

ωk

)
+
(

s
ωk

)2
and 1 + 2ξi

(
s
ωi

)
+
(

s
ωi

)2
have no common roots (the system (3) is controllable). This implies

that the 2n polynomials Q1(s), sQ1(s), . . . , Qn(s), sQn(s) are independent. Since they are of degree 2n − 1 at least, they
form a basis of the polynomials of degree less or equal to 2n − 1. Thus 1 =

∑n
k=1 ckQk(s) + dksQk(s) and we have

y =
n∑

k=1

ckzk + dkszk .

Let us explain how to compute ck and dk explicitly. Denote by αk and βk the roots of ω2
k + 2ξkωks + s2. When αk �= βk,

ck and dk are given by the following invertible linear system

ck + αkdk =
1

Qk(αk)
, ck + βkdk =

1
Qk(βk)

.

1 KC2n means that t �→ y(t) is 2n − 1 continuously differentiable and that t �→ y(2n)(t) is piece-wise continuous.
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When αk = βk, ck and dk are given by the following invertible linear system

ck + αkQk(αk)dk = 1, ckQ′
k(αk) +

(
αkQ′

k(αk) + Qk(αk)
)
dk = 0 .

In both cases, ck and dk are symmetric rational functions with real coefficients of αk, βk. Thus ck and dk are necessarily
real since they are rational functions of αk + βk = −2ξkωk and αkβk = ω2

k.
Such explicit descriptions via linear combinations of derivatives of an arbitrary function (the so called flat-output since

its can be expressed via the state) is always possible for any controllable linear system of finite dimension. They can be
systematized as shown in [22] and also extended to other type of operators than d/dt as in [6] where effective algorithms
implemented in Maple are developed.

2.2 1D wave equation

Let us consider the following prototype of an infinite dimensional system with boundary control, namely the wave equation
on the segment [0, 1]:

∂2Z

∂t2
(x, t) =

∂2Z

∂x2 (x, t) for 0 < x < 1, Z(0, t) = 0, Z(1, t) = u(t) . (4)

Replacing the partial derivation with respect to t by multiplication via the Laplace variable s yields

s2Z =
d2Z

dx2 , Z(0) = 0, Z(1) = u

where s is a parameter. The general solution of this second order equation is Z(x) = a(s) cosh(sx) + b(s) sinh(sx)
s . The

boundary conditions imply that a(s) = 0 and b(s) sinh(s)
s = u(s). Pulling back such relations in the time domain we get

Z(x, t) = 1
2

∫ t+x

t−x

b(τ)dτ, u(t) = 1
2

∫ t+1

t−1
b(τ)dτ .

For b, an arbitrary KC2 function in time, such relationships yield to the general solution of (4). Notice that b(t) = ∂Z
∂x (0, t).

This wave equation can be seen as an infinite number of oscillators in parallel when a modal decomposition is used:

Z(x, t) = u(t)x +
+∞∑
i=1

zi(t)Zi(x)

where Zi(x) =
√

2 sin(iπx) is the spatial mode associated to the eigen-value ωi = (iπ) of (4) (j =
√−1). In the

“coordinates” zi, the dynamics reads

d2zi

dt2
= −(ωi)2zi + biü.

with bi = −
√

2
iπ . Following the computations for (1), we consider the generalization to infinite products of (2):

Qi(s) =
bi

(ωi)2

∞∏
k=1
k �= i

(
1 +

(
s

ωk

)2
)

, Q(s) =
∞∏

k=1

(
1 +

(
s

ωk

)2
)

, ck =
1

Qk(ωk)
.

Such infinite product are convergent since the series
∑ 1

ω2
k

is absolutely convergent [2]. They define the entire functions of

s ∈ C, Qi(s) and Q(s). This yields to the following formal description

zi = Qi(s)y, s2u = Q(s)y with y =
∞∑

k=1

ckzk . (5)

Since Qi = bi

(ωi)2
Q(s)

1+
(

s
ωk

)2 , we just consider the infinite product defining Q(s). But, it is well known that

sinh(s) = s

+∞∏
k=1

(
1 +

( s

kπ

)2
)
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and we recognize that Q(s) = sinh(s)/s, that y = b/s2 and that, in (5), zi(s) = Qi(s)y(s) is the modal counterpart of
Z(x, s) = sinh(sx)

s b(s). For more elaborate examples with wave dynamics see, e.g., [32,35,36,42].
Similar computations can be made with first order dynamics in parallel: It suffices to replace in the above computations s

by
√

s: (1) becomes d
dt zi = −(ωi)2zi +biu and the wave equation becomes the heat equation ∂Z

∂t = ∂2Z
∂x2 . The operators Qi

and Q remain polynomials in s in the finite dimensional case. In the infinite dimension case the distributed delay operator
sinh(s)/s becomes sinh(

√
s)/

√
s, an entire function of s of order 1/2 at infinity. This operator can be interpreted in the

time domain as a convergent sum of derivatives of δt, the Dirac distribution,
∑∞

k=0
1

(2k+1)! δ
(2k)
t . Its domain of definition

is then the set of C∞ functions such that such series are absolutely convergent. Such smooth functions are called Gevrey
functions of order less than 1 (Gevrey function of order 0 are analytic function).

For the classical 1D-linear partial differential equations with boundary control (wave, Euler-Bernoulli, heat equation),
such formal computations with the Laplace variable s lead to explicit trajectory generation algorithms. A formalization
based on module theory (y is the generator of the "free-module" associated to the dynamics) and operational calculus can
be found in [40], an up-to-date presentation of the theory with many examples and simulations.

2.3 Higher dimensional wave equation

For infinite dimensional linear system such descriptions remain formal and must be completed by a careful convergence
analysis of the resulting operator obtained via such infinite product. We have seen the two key examples where such an
analysis is possible and provides explicit descriptions via distributed delay operators (1D-wave) or ultra-distribution (1D-
diffusion). Such explicit descriptions can be exploited to generate trajectory, i.e., to steer the system from one state to another
state in finite time.

Let us now emphasize the basic limitation that can be encountered in such convergence analysis for 2D and 3D wave
dynamics. The major ingredient relies on Q(s), an entire function of the complex variables s that vanishes on the open-loop
spectrum. When the system is finite dimensional, Q(s) is the characteristic polynomial. When the system is of infinite
dimension, Q(s) can be defined via an infinite Weierstrass product [2]. Let us consider a wave equation on a compact
domain Ω ⊂ R

d of dimension d with a scalar control on Λ ⊂ ∂Ω:

∂2Z

∂t2
= ∆Z in Ω, Z = u(t) on Λ, Z = 0 on ∂Ω/Λ . (6)

Notice that such control is not distributed on the boundary Λ: We have a single input system. Denote by ±wi the open-loop
eigenvalues, i.e., the eigen-frequencies of the wave equation in the cavity Ω with Dirichlet boundary condition. Since the
famous result of H. Weyl, it is well-known that the counting function N � n �→ C(n) ∈ N, the number of eigen-frequencies
countered with their multiplicities of modulus less or equal to n, admits the following asymptotics for n large: C(n) ∼ KΩnd,
for some constant KΩ depending only on the bounded domain Ω (see [1] for a very suggestive presentation when d = 3
and also complementary results). This implies that exists RΩ > 0 such that ωi ∼ RΩi1/d for i large.

Thus the infinite product
∏∞

i=1(1 + s2/ω2
i ) is convergent only for d = 1. For d = 2 and d = 3, one has to introduce

(see [21], Chap. 1) primary Weierstrass factor (1+s2/ω2
i ) exp(−s2/ω2

i ) to have a convergent product defining the "simplest"
entire function whose zeros are exactly ±ωi:

Q(s) =
∞∏

i=1

(
1 + s2/ω2

i

)
exp

(−s2/ω2
i

)
.

In this case, Q(s) is a entire function of order at infinity d. For d = 2, Q(s) is not of finite type. For d = 3, Q(s) is
of finite type. For d = 2, this means the following properties; for all ρ > 2, exists A, B > 0 such that for all s ∈ C,
|Q(s)| ≤ A exp(B|s|ρ) (order 2); but there does not exist A, B > 0 such that ∀s ∈ C, |Q(s)| ≤ A exp(B|s|2) (infinite
type). For d = 3, this means that exist A, B > 0 such that ∀s ∈ C, |Q(s)| ≤ A exp(B|s|3) (order 3 and finite type).

All this property are classical and are related to the asymptotics ωi ∼ RΩi1/d, the fact that for d = 2, the series∑
i(1/(ωi)d + 1/(−ωi)d) and

∑
1/ωd

i are divergent whereas, for d = 3, the first converges whereas the second diverges
(see, e.g. [2], Chap. 2).

If for example ωi =
√

i then

Q(s) =
∏
i≥1

(1 + s2/i) exp(−s2/i) =
exp(−γs2)

s2Γ(s2)

where γ is the Euler constant and Γ the Gamma function. On this example we understand why the order of Q is 2 and the
type is infinite (via the Stirling formulae, the growth of 1/|Γ(s)| is similar to exp(|s| log |s|) for |s| large).
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Let us see the implication of such properties on the modal representation of the dynamics (1 + s2/ω2
i )zi(s) = bi

ω2
i
u(s):

zi(s) = Qi(s)y(s), u(s) = Q(s)y(s) .

As noticed in [5] if Q(s) is an entire function that is not of exponential type (order 1 and finite type), then there does not exist
T > 0 and a smooth control [0, T ] ∈ t �→ u(t) steering all the zi from the steady-state 0 associated to u = 0 to the steady
bi/ω2

i associated to u = 1 in any finite time T > 0. The argument is roughly speaking as follows. If this is the case, then u̇
admits a compact support and thus its Laplace transform is an entire function of exponential type. Thus its distributions of
zeros is of order 1 at most (i.e., exists A > 0 such that the magnitude of zero number n of the entire function su(s) is less than
An). Similarly szi(s), the Laplace transform of żi is also of exponential type and we have (1 + s2/ω2

i )szi(s) = bisu(s).
Thus each ±ωi is a zero of su(s). We obtain a contradiction since, in this case, su(s) has "too many zeros" to be an entire
function of exponential type.

Similar arguments indicates that any truly 2D or 3D heat or wave equations with a finite number of controls (the
control cannot be distributed on the boundary) are not steady-state controllable in the sense of [36]. This means that exact
controllability in finite time for such system is impossible. It has to be relaxed to approximated controllability in finite time.

Let us consider another but less classical 1D wave equation with internal damping2. The dynamics reads

∂2Z

∂t2
(x, t) =

∂2Z

∂x2 (x, t) + ε
∂3Z

∂x2∂t
, Z(0, t) = 0, Z(1, t) = u(t)

where ε > 0 is the internal damping coefficient. With the Laplace variable s we have the following formal system

(1 + εs)Z ′′ = s2Z, Z(0) = 0, Z(1) = u(s)

with general solution

Z(x, s) =
sinh

(
sx√
1+εs

)

s√
1+εs

y(s), u(s) =
sinh

(
s√

1+εs

)

s√
1+εs

y(s)

where y(s) is arbitrary. Denote by Q(s) =
sinh

(
s√

1+εs

)

s√
1+εs

the analytic function defined on C/{−1/ε}. Arguments similar to

the previous ones indicate that there does not exist a smooth trajectory steering the system form Z(x, 0) = 0 to Z(x, T ) = x
in any finite time T > 0 because this system has an accumulation of poles around the essential singularity −1/ε. They are
given by the zeros of the Q(s):

λk =
−εk2π2 −√k2π2 (ε2k2π2 − 4)

2
, µk =

−εk2π2 +
√

k2π2 (ε2k2π2 − 4)
2

, for k = 1, 2, . . . .

It is clear that for ε2k2π2 < 4, λk and µk are complex conjugated with negative real parts. Otherwise, they are real and
negative. When k tend to infinity λk tend to −∞ as −εk2π2 and µk tend to −1/ε. Such accumulation at finite distance of
poles is a clear obstruction to exact controllability in finite time. Nevertheless, we think that such formal computations can
be very useful to prove approximated controllability in any time T > 0 and to construct approximate steering control. We
wonder if summability techniques [29] can be useful here.

3 Nonlinear systems

3.1 Under-actuated robots

The dynamics of a mechanical system with as many independent control inputs u = (u1, . . . , un) as configuration variables
q = (q1, . . . , qn) with Lagrangian L(q, q̇) is

d

dt

(
∂L

∂q̇

)
− ∂L

∂q
= M(q)u + D (q, q̇) ,

with M(q) is an n × n invertible matrix and D(q, q̇) corresponds to non conservative forces. This system admits q as a flat
output – even when ∂2L

∂q̇2 is singular –: Indeed, u can be expressed in function of q, q̇ and q̈ by the computed torque formula

u = M(q)−1
(

d

dt

(
∂L

∂q̇

)
− ∂L

∂q
− D (q, q̇)

)
.

2 This example steems from discussion of the author with Philippe Martin who points out that the spectrum admits two accumulation points.
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Fig. 1 The robot 2kπ and the isochronous pendulum.

In general, for under-actuated mechanical systems (dim u < dim x), such computation is no-more possible because there
is a constraint independent of u between q, q̇, and q̈. Thus one cannot choose arbitrary t �→ q(t) to derive the control via the
Lagrange equations. However, for flat under-actuated mechanical systems, this is still possible in a certain sense.

The robot 2kπ is developed at École des Mines de Paris and consists of a manipulator carrying a pendulum, see Fig. 1.
There are five degrees of freedom (dof’s): 3 angles for the manipulator and 2 angles for the pendulum. The 3 dof’s of the
manipulator are actuated by electric drives, while the 2 dof’s of the pendulum are not actuated.

This system is typical of underactuated, nonlinear, and unstable mechanical systems such as the PVTOL [24], Caltech’s
ducted fan [25, 30], the gantry crane [10], Champagne flyer [19]. As shown in [10, 23, 25] the robot 2kπ is flat, with the
center of oscillation of the pendulum as a flat output. Let us recall some elementary facts.

The cartesian coordinates of the suspension point S of the pendulum can be considered here as the control variables: They
are related to the 3 angles of the manipulator θ1, θ2, θ3 via static relations. Let us concentrate on the pendulum dynamics.
This dynamics is similar to the one of a punctual pendulum with the same mass m located at point H , the oscillation
center (Huygens theorem). Denoting by l = ‖SH‖ the length of the isochronous punctual pendulum, Newton equation, and
geometric constraints yield the following differential-algebraic system (�T is the tension, see Fig. 1):

mḦ = �T + m�g, �SH × �T = 0, ‖SH‖ = l . (7)

If, instead of setting t �→ S(t), we set t �→ H(t), then �T = m(Ḧ −�g). S is located at the intersection of the sphere of center
H and radius l with the line passing through H of direction Ḧ − �g:

S = H ± 1
‖Ḧ − �g‖

(
Ḧ − �g

)
.

These formulas are crucial for designing a control law steering the pendulum from the lower equilibrium to the upper
equilibrium, and also for stabilizing the pendulum while the manipulator is moving around [20].

Let us detail the method to find a trajectory from the stable to unstable equilibrium. The goal is to find explicitly a solution
[0, T ] � t �→ (H(t), �T (t), S(t)) of (7) from the stable equilibrium H = 0 − l�k, �T = −m�g and S = 0, to the unstable
equilibrium H = 0 + l�k, �T = −m�g and S = 0 where 0 is the origine of coordinate and �k is the unitary vertical vector
pointing upwards. We will consider the motion in a vertical plane (0,�,�k) with coordinates (y, z).

Assume that the geometric path followed by H is the half-circle of radius l of center O:

H(t) = 0 + l

[
sin θ(s)

− cos θ(s)

]
with θ(s) = µ(s)π, s = t/T ∈ [0, 1]

where T is the transition time and µ(s) = s5

s5+(1−s)5 is the smooth bijection on [0, 1] with µ(i)(0) = µ(i)(1) = 0
for i = 1, 2, 3, 4.

Denote by ′ derivation with respect to s. Then Ḧ = H ′′/T 2. We know that S is given by the intersection of the vertical
circle of center H and radius l with the line passing through H of direction Ḧ − �g.

As displayed on Fig. 2, let us consider in the plane moving with H (H is the origin of this vertical plane) the curve
CT followed by the point P = H + Ḧ − �g when t goes from 0 to T . This curve is closed: Ḧ(0) = Ḧ(T ) = 0 and
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Fig. 2 Construction of trajectories steering from the stable to the unstable equilibrium; a change of time-scale induces a
dilatation of the curve CT followed by the point H + Ḧ − �g.

P (0) = P (T ) = H − �g. This results from the fact that the derivatives of µ vanish at s = 0 and s = 1. Changing T to αT
yields to a dilation of factor 1/α2 of CT , the dilation center being H − �g. In the picture on the left of Fig. 2, time T is large
and CT is a small closed path around H −�g and H lies outside of the interior of CT . Then T decreases, CT becomes larger
and larger and for T = T̄ , H belongs to CT̄ . For T < T̄ then H remains in the interior of CT .

For T �= T̄ , Ḧ −�g never vanishes. Then we have only one smooth solutions of (7) with such trajectory for H and starting
from the stable position:





�T = m
(
Ḧ − �g

)
,

S = H + l
‖Ḧ−�g‖

(
Ḧ − �g

)
.

This solution does not connect the stable to the unstable equilibrium. Take now T = T̄ . As displayed on the central picture
of Fig. 2, there exists a t̄ ∈]0, T̄ [ such that for t ∈ [0, t̄[∪]t̄, T̄ ], Ḧ(t) − �g �= 0 and for t = t̄, Ḧ = �g. The direction of
Ḧ(t) −�g for t close to t̄ and different of t̄, evolves smoothly around the tangent direction at point H to CT̄ . This means that
the following map

[0, t̄[∪]t̄, T̄ ] � t �→ S(t) =





H + l
‖Ḧ−�g‖

(
Ḧ − �g

)
for 0 ≤ t < t̄

H − l
‖Ḧ−�g‖

(
Ḧ − �g

)
for t̄ < t ≤ T̄

is smooth and can be extended by continuity at t = t̄ with all its derivatives. This provides a smooth trajectory from the
stable to the unstable equilibrium. The above method is in fact generic and work for almost any path followed by H .

Such deformation of the flat-output trajectory (here we use time-scaling) can be useful in other situations when one has to
deal with singularity in the map between the flat-output and the remaining variables. One can deform, via tuning parameters
whose number will depend of the singularity co-dimension, the flat-output trajectories in order to obtain trajectories for the
other variables depending smoothly on the time t and satisfying at each time the implicit algebraic relationships with the
flat output and its times derivatives.

3.2 Particle and atom in an electro-magnetic field

This type of system is directly inspired from actual researches in physics related to manipulation of atoms with photons
(see, e.g., [7,8]). We just consider here the basic classical and non-relativistic dynamics of a charged particle or a neutral
atom in a linearly polarized electromagnetic field.

As displayed on Fig. 3, assume that the particle P of coordinates (X, Y, Z) is submitted to the fields �E(P, t) = E(Z, t)�ı
and �B(P, t) = B(Z, t)� (we neglect the influence of the particle on the fields). The Maxwell equation for �E and �B is just a
wave equation (c is the velocity of light):

∂E

∂z
= − ∂B

∂t
,

∂B

∂z
= − 1

c2

∂E

∂t

those general solution is the superposition of two arbitrary waves u(t − z/c) and v(t + z/c) :

E(z, t) = u(t − z/c) + v(t + z/c), B(z, t) =
1
c

(u(t − z/c) − v(t + z/c)) .

c© 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



ZAMM · Z. Angew. Math. Mech. 85, No. 6 (2005) / www.zamm-journal.org 419

particle Fig. 3 Particle in a linearly polarized electro-magnetic field.

Up to some constant advance or delay, t �→ (u(t), v(t)) corresponds to the two counter-propagating laser waves considered
here as control inputs u and v. Denoting by m and q the mass and charge, we assume that the particle is subject to the
classical Lorenz force and thus obeys the following Newton equation

m
d2P

dt2
= q �E(P, t) + q

(
d

dt
P

)
× �B(P, t)

that reads in coordinates

mẌ = q
(
E(Z, t) − ŻB(Z, t)

)
, mŸ = 0, mZ̈ = qẊB(Z, t) .

Thus we have

E(Z, t) =
m

q

(
Ẍ +

Ż

Ẋ
Z̈

)
, B(Z, t) =

m

q

Z̈

Ẋ
.

But

E(Z, t) = u (t − Z(t)/c) + v (t + Z(t)/c) , B(Z, t) =
1
c

(u(t − Z(t)/c) − v(t + Z(t)/c)) .

Hence we have u and v explicitly without any integration once the motion t �→ (X(t), Z(t)) has been fixed via the
following formulae:

u(t − Z(t)/c) =
m

2q

(
Ẍ(t) +

Ż(t) + c

Ẋ(t)
Z̈(t)

)
, v(t + Z(t)/c) =

m

2q

(
Ẍ(t) +

Ż(t) − c

Ẋ(t)
Z̈(t)

)
.

The structure of the trajectories is very similar to the one of a fully actuated mechanical system. The above computation is
analogue to the computed torque method used in robotics. The robot position is replaced by the particle position (X, Z) and
the torques corresponds to the electromagnetic field. The only difference is mainly due to propagation delay. Since |Ż| � c
the inverse of the function t �→ t − Z(t)/c can be approximated by t �→ t + Z(t)/c and we have

u(t) ≈ m

2q

(
Ẍ +

Ż + c

Ẋ
Z̈

)
(

t+ Z(t)
c

) , v(t) ≈ m

2q

(
Ẍ +

Ż − c

Ẋ
Z̈

)
(

t− Z(t)
c

) .

Similar computations can be made for relativistic motion that can be obtained with large u and v (ultra-short and intense
laser pulses) and where a self-force corresponding to radiation processes and proportional to the third spatial derivatives of
P can be added in the dynamics.

Let us show also that similar computations can be made when the charged particle is replaced by a neutral atom. In
this case, the Newton equation becomes (non relativistic regime, linear dipole dynamics for D with frequency ω0 > 0 and
damping coefficient Γ > 0, dipole static constant µ > 0 ):

m
d2P

dt2
= − �D · ∇P E(P, t),

d2 �D

dt2
= −ω2

0

(
�D − µ�E

)
− Γ

d

dt
�D .

With a linearly polarized field �E as above, only the dynamics along Z is active and we get with �D = D(t)�ı,

mZ̈(t) = −D(t)
∂E

∂z
(Z(t), t), D̈(t) = −ω2

0(D(t) − µE(Z(t), t)) − ΓḊ(t) .
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Now assume that the internal motion t �→ D(t) and the external motion t �→ Z(t) of the atom are given. We obtain the
external field explicitly via

E(Z(t), t) =
1
µ

(
D(t) +

D̈(t)
ω2

0
+

ΓḊ(t)
ω2

0

)
,

∂E

∂z
(Z(t), t) = −m

Z̈(t)
D(t)

.

But

E(Z, t) = u(t − Z(t)/c) + v(t + Z(t)/c),
∂E

∂z
(Z(t), t) =

1
c

(−u′(t − Z(t)/c) + v′(t + Z(t)/c)
)

.

Assuming |Ż| � c we have u′ and v′ explicitly:

u′(t) ≈ 1
2

(
Ḋ

µ
+

ΓD̈

µω2
0

+ +
D(3)

µω2
0

+ mc
Z̈

D

)
(

t− Z(t)
c

), v′(t) ≈
(

Ḋ

µ
+

ΓD̈

µω2
0

+ +
D(3)

µω2
0

− mc
Z̈

D

)
(

t+ Z(t)
c

) .

To be more realistic, the above computations must take into account that the input u and v represent laser light. Thus u
and v admits the following form a(t) cos(ωt + φ(t)) where ω is the laser frequency close to ω0 � Γ with a and φ slowly
varying functions. In the time-scale 1/ω, the variation of a et φ is very small: |φ̇| � ω and |ȧ/a| � ω. To obtain physically
interesting trajectory planning formulae, one has in fact to derive from the above model, the average dynamics of Z and
then to compute the amplitude and phase modulation for u and v from the average motion of the atom.

4 Conclusion

Many control systems of engineering interest can be described by dynamical flat dynamics (see, e.g., [26,40,41] and the
examples herein). We have seen in this paper how to exploit this property to generate open-loop trajectory. In [11,15,37],
it is shown also how to use use flatness for robust stabilization and trajectory tracking of finite dimensional system. We
wonder if it is possible to extend such flatness-based feedback design to infinite dimensional systems. Notice that closely
related backstepping techniques have recently been extended to parabolic 1-D dynamics (see [3]).
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[9] M. Fliess, J. Lévine, Ph. Martin, and P. Rouchon, C.R. Acad. Sci. I, Math. (France), 315, 619–624 (1992).
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